
Es werden neue, vertiefte Untersuchungen über
die zeitlichen und regionalen Zusammenhänge
zwischen der Erdrotation (LOD) und der Mee-
resoberflächentemperatur (SSTA) vorgestellt.

Introduction

Due to the advances in both space geodetic measurement
and weather monitoring systems, the interaction of El
Niño-/Southern Oscillation (ENSO) to the variations in
the Length of Day (here after will be referred as LOD)
has been closely monitored and intensively studied by
many researchers during the last two decades. At present
it is even possible to model the events of ENSO (e.g.,
Suarez and Schopf, 1988; Stockdale et al., 1998; Dele-
cluse, et al., 1998; Dijkstra and Burgers, 2002) and
even attempts are made to predict it few months ahead
(e.g., Latif, et.al., 1998; Tang and Kleeman, 2002; Collins,
et al., 2002; Clarke and Van Gorder, 2003; Zhang et al.,
2003).
One can classify any studies on the interdependence be-
tween ENSO and LOD in two categories. The first one is
the analysis of the existence of any interaction between
LOD and ENSO and the modeling of this interaction.
Then the next step will be the prediction of the future
incidents based on the models available. Though a lot
has been done in the first category (e.g., Stefanick,
1982; Rosen, et al., 1984; Eubanks, et al., 1986; Chao,
1988; Dickey, et al., 1994; Groten, et al., 2000; Yan, et
al., 2002), the prediction part is not yet studied well.
One of the main reasons for this would be the non-avail-
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ability of a well developed and widely acceptable predic-
tion method for ENSO.
Therefore, the task ahead is first to establish and quantify
the correlation between ENSO and variations in earth
rotation parameters and then establish a model that can
be used in predicting the effect of one on the other. In
this paper we present a study made to analyze the spatial
dependence of the time lag of variations in LOD to ENSO
events.

Data and Data processing

The LOD data used in this work is that from the Interna-
tional Earth Rotation and Reference Systems Service
(IERS), smoothed values of Earth Orientation Parameters
(EOP) at 1-day intervals (C04). On the other hand, the Sea
Surface Temperatures (SST) data is taken from the
National Climate Data Center (NCDC). The Extended
Reconstructed Sea Surface Temperatures, version 2
(ERSST.v2) data from January 1854 to June 2004 has
been used to characterize ENSO.
Since the available LOD data set begins at 1962, the SST
data has been windowed for the time beginning January
1962 to July 2004. Using this data set an average value has
been computed for each month separately, over the base
time 1963 to 2003. Then, the Sea Surface Temperature
Anomaly (SSTA) is computed by removing this mean
value for each station from the raw data. The resulting
SSTA anomaly is given together with ENSO events
(CPC, 2004) in Figure (1a). The occurrences of El
Niño and La Niña are marked red and blue respectively.
Moreover, since the SST data is available at one month

Fig. 1: Time and spatial variation of (a)
SSTA and (b) filtered SSTA together with
the occurrences of El Niño and La Niña,
at latitude 2� south.
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interval the LOD data set is also averaged for each month
(Figure 2a).
One way of studying the variations on Earth Rotation
Parameters (ERP), due to changes in the climate, is by
using excitation functions from the latter (e.g., Johnson
et al., 1999) and compare them with observed ERP.
This is a common practice both for low (e.g., Dickey et
al., 1994) and high frequency (e.g., Gross, 2000) analysis.
Others use ENSO indices developed using different meth-
ods and data sources (e.g., Chao, 1988) and compare it
with the LOD. However, here it is preferred to use the
SSTA data directly to be able to study the variations
both in space and time.
A choice of the 2� south latitude, from 120�E to 180�E, is
made after a careful and systematic analysis of the peak of
the SSTA anomalies.
Since our interest lies in the inter-annual correlations
caused by signals with periods between 1.3 to 10 years,
it was necessary to remove other known effects that lie
out of this range, using a least squares fit to periodic func-
tions. This method of removing undesired frequencies is
preferred after testing a number of band-pass, low pass
and high pass filters, that have affected the time lag.
The removal of frequencies is strictly limited to known
effects (e.g., McCarthy and Petit, 2004, pages 93-94;
Abarca del Rio et.al. 2003; Jochmann and Greiner-Mai,
1996).
After removing these selected frequencies, as the last step
of the filtering process, very short wave length (below 7
months) effects are smoothed using the Savitzky-Golay
smoothing filter (Press, et al. 2002), that is well suited
for the preservation of the first moment, which is the
mean position in time. A window of 7 months (three

data points to the left and right from the point of interest),
with 2nd degree has been used. This choice is made by
keeping in mind the weakness of the Savitzky-Golay
smoothing filter that broadens the width of the high fre-
quency signal when used with lower degree. However,
through this choice it has been observed that it is not
only the first moment but also the higher moments of
the periods greater than 8 months are left intact. The re-
sulting filtered SSTA data is presented in Figure (1b),
while the LOD data is presented in Figure (2b) together
with El Niño event (CPC, 2004 and IRI, 2004).

Methods

The correlation between the series is considered to be
linear, though it is known that the oceanic and atmo-
spheric system is non-linear, and the Pearson correlation
coefficient is computed to study the interaction between
them. By definition the Pearson correlation coefficient
between two series x and y, at a time lag of s, is computed
as r(s), using

rðsÞ ¼

P
i

½xðiÞ ÿ �xx�*½yðiþ sÞ ÿ �yy�ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
i

½xðiÞ ÿ �xx�2
r

*

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
i

½yðiþ sÞ ÿ �yy�2
r ð1Þ

Here x̄ and ȳ are means of the corresponding series x and
y, with i = 1,2, …, N being the ith data point in each series
and N is the total number of data points. It should be kept
in mind that for the SST data set the mean is already
removed. It is assumed that the data is cyclic and hence
data wrapping has been applied. This way we produce a

Fig. 2: The LOD data series that is used
for the analysis (a) raw data (b) filtered
data, together with El Niño events.
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negative time lag data set, using those time lags greater
than the mid data point.
To ascertain the significance of the linear correlation
coefficient, a t-test has been carried out. Here the null
hypothesis is that there is no linear dependence between
the two series, i.e r = 0. Equation (2) is used to compute
the t values.

t ¼
ffiffiffiffiffiffiffiffiffiffiffiffi

r2m

1ÿ r2

r
; ð2Þ

where m = N-2 is the degree of freedom. Then the prob-
ability A(t/m), for m degrees of freedom, that the test
statistic t would be more extreme than the one obtained
from equation (2), is computed using

Aðt=mÞ ¼ 1

m1=2bð1=2; m=2Þ

Z t

ÿt

ð1þ x2=mÞÿ
mþ1

2 dx: ð3Þ

Here b(1/2,m/2) is the Beta function. Details can be found
in Press et al. (2002). Small value of A(t/m) in equation (3)
casts doubt on the truthfulness of the null hypothesis and
hence its rejection or, in other words, proves the signifi-
cance of the correlation.
It is also a common practice to counter check the results
found in the time domain and analyze it deeper in the fre-
quency domain, through the use of coherence analysis.
The usage of the coherence analysis will not only allow
to study the correlation and time lag between ENSO and
LOD, but also analyzes which frequency bands are
responsible for the correlation at a given phase lag. For
any two random time series x(t) and y(t), with power
spectra of Sxx(x) and Syy(x) respectively and cross power
spectrum Sxy(x), the complex coherence function Cxy(x)
is computed using

CxyðxÞ ¼
SxyðxÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

SxxðxÞSyyðxÞ
p : ð4Þ

Here x is the angular frequency. Since Sxx(x) and Syy(x)
are real quantities and Sxy(x) is complex, it automatically
follows that Cxy(x) will be a complex quantity with mag-
nitude and argument. The magnitude (0 < c(x) < 1) is
called the coefficient of coherence (Foster and Guinzy,
1967) and the argument (–p < u(x) < p) the phase lag.
Essentially, c is the average, normalized amplitude of
the cross power spectrum. It is the measure of how
good the two time series are correlated. It is mathemati-
cally analogous to the Pearson product moment correla-
tion given in equation (1). The square of c(x) (equation
5) is the squared coherence spectrum, which also satisfies
the inequality 0 < c2(x) < 1 (Jenkins and Watts, 1968). In
some literature the square coherence is referred to as the
coherence function (e.g., Otens and Loren, 1972). In this
paper we preferred to call Cxy(x) in equation (4) as the
complex coherence function, its magnitude jCxy(x)j the
coefficient of coherence and c2(x) in equation (5) as
squared coherence spectrum.

c2ðxÞ ¼ CxyðxÞ
�� ��2¼ SxyðxÞ

�� ��2
SxxðxÞSyyðxÞ

ð5Þ

The direct application of equation (5) on linearly depen-
dent data will give unity at all frequencies, irrespective of
what the true values are. To overcome this problem one
can either average Sxx(x), Syy(x) and Sxy(x) over adjacent
frequencies or average the replications of data at a given
frequency, from different realizations, or combine both
approaches. In this work, both approaches are used to-
gether. Actually, by averaging the power spectrum based
on sampled data we are trying to approximate equation (5)
and hence, in practice, we are computing the squared sam-
ple coherence c2(x). However, for the purpose of simpli-
city we will refer to this quantity as squared coherence.
Since the process of averaging stabilizes the coherence
value but degrades the spectral resolution the choice of
the windows has been done carefully not to loose too
much resolution.
The replication of data at a given frequency is usually at-
tained by dividing each data set into k blocks and compute
Sj

xxðxÞ, Sj
yyðxÞ and Sj

xyðxÞ, for j = 1,2,...,k. Here we have
used the Welch Modified Periodogram method (Welch,
1967; Rabiner and Gold, 1975) to generate the different
blocks. In this method, any two series (in our case
SSTA and LOD) will be segmented into k blocks, with
the same amount of data that have overlapping data points.
Then the mean values Ŝxx, Ŝyy and Ŝxy, at the frequency x,
are obtained by averaging the data from the k blocks.
Using these averaged power and cross power spectral
densities, spectral averaging over adjacent m discrete
frequencies has been carried out by averaging the cross-
and power spectrums within the given frequency window.
The coherence value achieved using the above procedure
should be judged for its reliability, so that it can be
accepted as a reasonable estimate. For this the measure
given in equation (6) has been used (Brillinger 1975,
page 334).

c2 ¼ 1ÿ a1=ðnÿ1Þ ð6Þ
where a = 1-p and p*100% is the confidence threshold. In
some literature (e.g., Thompson 1979) equation (6) is used
with n = k, where k is again the number of realizations or
the number of data blocks. Others (e.g., Chao 1988) use
n = m, which is the number of elementary Fourier band-
width, where spectral averaging is conducted. Here we
used equation (6) with n = k + m, where m and k have
the same previous meanings.
To compute the time lag from the phase angle, which is the
argument of equation (4), first a straight line is fitted to the
computed phase within a selected window, using the
robust estimation technique. Then, this line is considered
to be the best estimate to the ideal phase and the time lag
s(x) is computed using this phase estimate. For the pur-
pose of comparison a least squares fit has also been tested.

Results and discussions

A visual judgment will affirm that the filtered LOD data
(Fig. 2b) has clearly exhibited all ENSO events perfectly,
except some minor differences. For example, the 1973
anomaly is wider than the SSTA during the same period.

164 AVN 5/2005

Lewi, Groten – Spatial variation of time lag between SSTA and LOD



We have also observed this in some previous work (e.g.,
Chao, 1988). The other area where we observed a mis-
match is the peak value at 1990. This peak is not depicted
at all longitudes of the SSTA. It has exhibited itself only
between longitudes 215�E and 240�E and that also with a
very weak signal. This event is also not mentioned in the
CPC (2004) list of ENSO events, which is based on SSTA.
However, in the IRI (2004) list, which is based on South-
ern Oscillation index (SOI), it is given as ENSO event.
Though, the filtered LOD data shows a strong peak at
this position and the IRI included it as ENSO event, since
it is not generally accepted with certainty, it has been
marked with question mark in Fig. (2b). In contrast, the
1991– 92 event is relatively weaker in the LOD data,
than what has been observed in the SSTA.
It is also notable that there are some high frequency effects
that are still present in the data. This is because the con-
tributions of ocean, atmosphere and hydrological phe-
nomena in the annual and semi-annual periods have var-
iation in their amplitude, phase and periods (Höpfner,
1996 and 2001). The complete removal of this remnant
minor frequencies would have been possible using a lower
degree Savitzky-Golay smoothing filter and by broaden-
ing the width of the window. But, this will be at the risk of
loosing some energy from periods that are above one year.
In this work, the selection of the width and degree of the
Savitzky-Golay smoothing filter is done by observing the
power spectrum of both data sets and it has been made
sure that energies from periods more than one year are
kept untouched by the filter. From the 511 data points
only 492, i.e. 1963 to 2004, are used to reduce the effects

of filtering at the end points, which actually, at the worst
demands only 3 months from each side.
The correlation of the time variation of the filtered SSTA,
at each longitude, with the filtered LOD data is carried out
using equation (1). Taking that the data is cyclic, data
wrapping has been used. Fig. (3) shows the maximum cor-
relations at each longitude together with the time lag (s) at
which the maximum correlation has occurred. All values
lie above the 99% confidence level except at those long-
itudes between the two vertical gray lines. It is only at
longitude 160�E that the confidence level fall bellow
95%. Considering the 492 data points taken for the com-
putation, it will not be a surprise to get a 99% confidence
threshold even for the 0.15 correlation coefficient.
The maximum correlation coefficient found is 0.61 at
272�E. The maximum correlation at each longitude could
have been improved by removing periods above 1.3 years
or by increasing the window size of the Savitzky-Golay
smoothing filter. However, we have preferred not to sur-
pass the1.3 years period so that any energy originating
from periods above 1.3 years will be available in its en-
tirety for the analysis.
It is interesting to note that the time lag is inconsistent
throughout the area. If one considers the area where the
correlation coefficient attains an average value of 0.58
(174�E to 178�E) one can see that the LOD data has
no time lag with the SSTA data. As we move eastward,
the time lag increases to two months lead between
218�E and 234�E and again to no time lag at 276�E.
This will be reversed further eastward starting 178�E
where the LOD data has a time lead. In the western

Fig. 3: Maximum Linear correlation of
filtered SSTA with filtered LOD data at
different longitudes and the time lag (s) at
which these maxima are occurring.

Fig. 4: The linear correlation of filtered
SSTA with filtered LOD at different time
lag (s).
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part of Pacific there is a maximum correlation coefficient
of – 0.51 at 140�E. The axis of reversal, from the negative
to positive correlation, is at 160�E. Henceforth, for the
sake of simplicity, we call the area west of this axis the
Western Pacific and that towards east the Eastern Pacific.
Fig. (4), which shows the variation of the correlation coef-
ficient with time lag at 160�E, demonstrates a typical be-
havior for the Eastern Pacific area. The Figure depicts a
quasi-periodic behavior with an average period of 3.6
years. This period is specially to be noticed in the negative
axis of the time lag. Of course, it is superimposed by the 5
year and 2.5 year periods.
To deeply analyze the results achieved in the time domain
we have carried out some spectral analysis by computing
the complex coherence function which is given in equa-
tion (4). We used a rectangular window to transfer the data
to the frequency domain. It would have been also possible
to use non-rectangular windows in the time domain, be-
fore transforming the data to the frequency domain.
Though, this would have reduced spectral leakage, it
was at the cost of degrading the resolution.
Then to make use of the Welch modified periodogram we
took a block of L = 256 data points with a shift D = 59
(Welch, 1967) and made sure that there is a 75% data over-
lap to form k = 5 blocks. Then the resulting averages from
the 5 blocks, at each frequencies, are again averaged over
the neighboring frequencies using an m = 3 months win-
dow. A sound resolution and interpretable solutions are
found when the sum of k and m is between 5 and 10.
Here, it should be noted that because of the introduction of
an overlapping data window the data sets would not be
independent. Therefore, the usage of equation (6) might
be wrong and hence we have applied the correction factor
knew = 9k/11, suggested by Welch (1967) before using it in
equation (6).

The squared coherence and the phase are then computed
from the complex coherence function. To demonstrate the
resultwehave takenagain the longitude160�1E.Asonecan
see from Fig. (5a) there is a 0.8 squared coherence value, at
the frequency 0.281 cycles/year (a period of 3.55 years),
which is also the strongest quasi-period in the SSTA. This
squared coherence value is well over the 99% confidence
threshold. This is attributed to the optimal choice of k and m
values that are taken for the analysis.
In the high frequency range, there is also a strong coher-
ence, at the period of 5 to 5.4 cycles/year. We consider this
coherence as insignificant for this study, because the en-
ergy, in this frequency range, is in the order of 10–7 when
compared to the energy in the 0.281 cycles/year. It should
be noted that a complete removal of frequencies in a given
band from both signal, which amounts to a very small flat
spectrum, will also lead to a coherence value of 1. The
smaller coherences that are seen in the semi-annual and
about 1/3 year are not that much significant and might
be due to remnant signals from different causes, in this
frequency band, that are hard to completely remove be-
cause of variations in amplitude and phase.
The phase lag, which is given in Fig. (5b), clearly shows
that there is a complete shift in the trend of the phase at
about 1.55 cycles/year. This clearly shows that the
Savitzky-Golay smoothing filter didn’t affect the long
wavelengths that are above 8 months. The approximation
to the computed phase, using the robust estimation tech-
nique, is done for frequency window between 0.098 and
0.8 cycles/years, where no filtering is applied. In the curve
fitting procedure robust estimation technique is more
stable than the least squares method, which is very sensi-
tive to the change of the window size. This is also an ex-
pected result. The fitted phase has given a good estimate
of the ideal linear phase caused by the one-month time lag

Fig. 5: The full spectrum, complex co-
herence function between filtered SSTA
and LOD. (a) Squared coherences with
dotted lines showing the 95% and 99%
confidence threshold. (b) Phase, a linear
fit to a selected window of the phase and
an ideal one-month linear phase.

(a)
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that was found in the time domain analysis. The same ana-
lysis was also carried out parallel at the other longitudes,
using the same parameters. The maximum coherence at
each longitude is given in Fig. (6a). As one can see
from the Figure all points are above the confidence thresh-
old, but those between 156�E and 166�E. The comparison
of this result with the one from the time domain shows,
that the confidence threshold chosen for the coherence
analysis has rejected more points, east of 160�E. More-
over, the doted curve in Fig. (6a) clearly showed that in
all the profiles east of 196�E the energy from the fre-
quency band about 0.281 cycles/year is the main cause
of the correlation between LOD and SSTA. The term
band is used deliberately to emphasize that the results
are based on spectral averaging.
The comparison of the time lags at each longitude
(Fig. 6b), where maximum correlations and coherences
occur, showed a notable result. In most of the data points
LOD lags behind SSTA. Because of the one-month reso-
lution of the data, the time lag in the time domain changes
stepwise. In contrary, the one from the frequency domain
showed a smooth change. As an example, at 118�E the
time lag from the coherence analysis has crossed the
– 1.5 months line. This is rounded off to 2 months in
the time lag from the correlation analysis. Except for
the small area at about 260�E this holds true for the
area between 180�E to 276�E.
The spatial variation of the time lag is the result of the
development of the SSTA in the area. The development
of the SSTA followed from the 1983 event, which is
also the biggest anomaly in the filtered LOD data, showed
that the temperature starts toaccumulateatabout130�Eand
propagateinbotheastandwestdirections.Sealevelchanges
(Cardon et al., 1998) also show the same phenomena during
the 1997– 1998 El Niño event. However, this is not checked

fornon-majorevents.Fromtheresultofthetimelaganalysis
and from the 1983 event which is analyzed thoroughly, we
found that the zero time lag is during the time, when ENSO
event covered the whole eastern Pacific ocean, just before
the subsidence of the accumulated temperature. The time
lead of LOD data at about 180�E is because the SSTA stays
longer in this area before it subsides.

Conclusion

The filtering of the LOD and SSTA by selectively remov-
ing undesired frequencies from the signal is found to have
a big advantage in not altering the time lag. In our study
the removal of undesired signal using periodic function
yields a very good result, which is also in agreement
with previous work (e.g., Chao, 1988). Complete removal
of semi-annual periods was not possible due to strong
variation in their amplitude, phase and periods. However,
the energy from these bands has been reduced to minimal
level that it doesn’t affect our interpretation. The usage of
the Savitzky-Golay smoothing filter gave a very good
result in suppressing remaining energies from this and
higher frequency bands.
The filtered LOD data has exhibited all ENSO events. The
1990 event, which is not considered as El Niño event in
the analysis based on SSTA, is seen in our data and it
agrees with El Niño events that are based on SOI.
The method we implemented here in computing the time
lag from the phase in the frequency domain produced a
remarkable result. The time and frequency domain analy-
sis showed that the time lag varies spatially. Most of the
previous work, in studying the correlation of ENSO to
LOD made use of the SOI. We have shown here that
such an approach might only lead to partial understanding

Fig, 6: Result of the coherence analysis
(a) Maximum squared coherence and the
frequency band at which it occurs (b) The
comparison of the time lag obtained from
the coherence analysis and correlation
analysis.
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of complex phenomena. Therefore, future studies should
also take the spatial dimension into consideration. A better
approach would be to analyze the angular momentum de-
rived from the climate data that describe ENSO effects.
It has been also noted that the main correlation between
SSTA and LOD is coming from the energy in the 0.281
cycles/year frequency band, which is also the dominant
quasi-periodic frequency in SSTA.
Because of the quasi-periodic nature of the ENSO events,
it will be encouraging to repeat the analysis discussed in
this paper using the Wavelet method, to further analyze
time dependency.
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Zusammenfassung

Zur Untersuchung der Zusammenhänge zwi-
schen dem El Niño-Phänomen (ENSO-El Niño-/
Southern Oscillation) und den Variationen der
Erdrotation wurden in einem ersten Schritt
Korrelation und komplexe Kohärenzfunktion
zwischen den Anomalien der Meeresoberflä-
chentemperatur (SSTA = Sea Surface Tempera-
ture Anomaly) und den Variation der Tageslänge
(variation in LOD = Length of Day) untersucht.
Statt, wie üblich, den ENSO-Index zu verwenden,
wurden hier die Oberflächentemperatur und
LOD-Daten direkt verwendet. Dies erfolgte be-
wusst, um sowohl räumliche wie zeitliche Varia-
tionen gleichzeitig zu erfassen. Während die
Korrelationskoeffizienten erwartungsgemäß
zahlenmäßig im Bereich vorausgegangener Stu-
dien liegen wird hier deutlich, dass die zeitlichen

Verzögerungen stark ortsabhängig sind. Um die
numerischen Ergebnisse der komplexen Kohä-
renzanalyse mit den im Zeitbereich beobachteten
zeitlichen Verzögerungen vergleichen zu können,
wurden ideale Phasenverzögerungen mit robu-
sten Schätzern ausgeglichen. Dabei ergab sich
erstens, dass aus den Daten des ENSO-Index in
Darwin (Nordaustralien) und Tahiti alleine keine
gesicherten Ergebnisse gewonnen werden kön-
nen. Damit wurde eine unserer früher aufge-
stellten Hypothesen bestätigt. Zweitens wurden
weitergehende und vertiefte Erkenntnisse über
die zeitlichen und regionalen Zusammenhänge
zwischen Erdrotation (LOD) und dem ENSO-
Phänomen gewonnen.

Abstract

As a first step toward establishing the interde-
pendence between El Niño-/Southern Oscillation
and changes in the Earth rotation parameters the
correlation and complex coherence functions
between the sea surface temperature and the
variation in the length of day have been investi-
gated. The investigation is made by directly
correlating the sea surface temperature anomaly
with variations in the Length of day, in contrary
to the common practice of using the Southern
Oscillation Index. This is done deliberately to
analyze both the spatial and time dependence of
the correlation. It has been found that the cor-
relation coefficients have similar magnitudes to
previous investigations that make use of the
Southern Oscillation Index. The computation of
the time lag, however, showed that it is location
dependent. A robust estimation technique has
been used to compute the time lag from the phase
of the coherence function. The method imple-
mented has given a remarkable result that has
aided the interpretational procedure. The study
also confirmed the initial assumption we had that
the time lag cannot be entirely studied from the
southern oscillation index only, which is com-
puted using data from Darwin and Tahiti only.
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