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GRIDIFICATION OF OGC WEB SERVICES: 
CHALLENGES AND POTENTIAL
M. Sc. Alexander Padberg, Prof. Dr. Klaus Greve

Abstract: Grid resources might provide a foundation for meeting the increasing demand for storage capacity and computing power in 
next-generation SDIs. This article gives an overview of the current state of research regarding combinations of grid service and OGC Web 
Service (OWS) technology. Because of the inherent complexity of grid computing it is necessary to simplify the access of grid resources 
for potential users. Therefore, the article describes approaches developed in the GDI-Grid project to bridge architectural gaps between 
both technologies without changing the well-known service interfaces specified by the OGC. After highlighting fundamental differences 
of grid infrastructures and SDIs, suitable methods for grid-enabling OGC processing (i.e. Web Processing Service) and data services (i.e. 
Web Feature Service, Web Coverage Service) are shown.  
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// GRIDIFIKATION VON OGC WEBDIENSTEN: 
HERAUSFORDERUNGEN UND POTENTIAL

// Zusammenfassung: Grid-Ressourcen können eine Möglichkeit bieten, den steigenden Anforderungen an Speicherplatz und Rechen-
leistung in modernen Geodateninfrastrukturen zu begegnen. Dieser Artikel gibt einen Überblick über den gegenwärtigen Forschungsstand 
bezüglich der Verbindung von Grid-Diensten und OGC Web Services (OWS). Aufgrund der Komplexität von Grid Computing ist es not-
wendig, potenziellen Nutzern die Verwendung von Grid-Ressourcen so einfach wie möglich zu machen. In diesem Artikel werden Ansät-
ze zur Anbindung von Grid-Technologien an Geodateninfrastrukturen beschrieben, die im GDI-Grid-Projekt entwickelt wurden. Die vom 
OGC spezifizierten Service Interfaces bleiben in den vorgestellten Ansätzen erhalten. Nach einer Beschreibung der grundlegenden Un-
terschiede zwischen Grid-Infrastrukturen und GDIs werden Methoden zur Gridifizierung von OGC Prozessierungs- (Web Processing Ser-
vice) und Datendiensten (Web Feature Service, Web Coverage Service) geschildert.
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GRIDIFICATION OF OGC WEB SERVICES

1.  INDRODUCTION
With improving spatial and temporal resolu-
tion the size and complexity of spatial data 
sets generated by advanced sensors is stea-
dily increasing. Accessing and processing 
these vast amounts of data in adequate exe-
cution times requires resources beyond the 
capacities of most conventional spatial data 
infrastructures (SDI). In communities like the 
hydrological or geological communities the-
re is also a demand for reducing the execu-
tion times of highly complex processes that 
have a plethora of spatial parameters (f.e. 
processing digital elevation models cove-
ring large areas). For these reasons other ty-
pes of infrastructures employing distributed 
resources, such as cluster architectures and 
grid infrastructures, become a viable option 
for storing and processing geospatial data 
(Reed 2008). Unlike local cluster infra-
structures the grid (Foster 2002) provides ne-
arly unlimited scalability in conjunction with 
low initial costs. Organizations only pay for 
the time, they actually use the resources. 
Standardized access mechanisms support 
finding and accessing relevant data in com-
plex and widely distributed archives. Pur-
chasing potentially expensive hardware for 
computing-intensive tasks is thereby rende-
red unnecessary. In our research linking grid 
concepts and SDI concepts serves as a star-
ting point for the development of geospatial 
cloud computing concepts.

This paper gives an introduction on utili-
zing grid infrastructures for geospatial purpo-
ses. In our ongoing research in the GDI-Grid 
Project we combine grid concepts with SDI 
concepts and implement SDI components (i.e. 
the Open Source framework deegree, Fitzke 
et al. 2004) in a grid middleware environ-
ment (Globus Toolkit 4, Foster 2006a). The 
GDI-Grid Project (GDI being the German 
acronym for Spatial Data Infrastructure) is part 
of the D-Grid initiative, the national German 
grid initiative, which strives for making grid in-
frastructures accessible to users from acade-
mia and industry. Participants of the GDI-Grid 
project include providers as well as users of 
data and services. In the project we provide 
the users of an OGC-compliant SDI with a 
whole set of generic grid services including 
data services and catalogue services, that 
make use of the superior storage and compu-
ting resources of a grid infrastructure while 
being addressed through the commonly 
known OGC service interfaces. Thus the com-
plexity of the grid is kept hidden from the user.

Our work focuses on grid services that imple-
ment the Web Services Resource Framework 
and are deployed inside a Globus Toolkit 
Middleware. The G-OWS Working Group 
comprised of the projects CYCLOPS, GENE-
SI DR and DORII is developing similar service 
implementations for the gLite grid middlewa-
re. Furthermore, work on a grid-enabled pro-
cessing service is also part of the recently finis-
hed OWS-6 testbed. Results from these initia-
tives are incorporated into our research. Other 
related works include Chen et al. (Chen et al. 
2006) as well as Fritzsch and Hiller (Fritzsch, 
Hiller 2006). While the former examines the 
integration of grid computing in earth monito-
ring systems, the latter aims at using grid tech-
nologies in the climate change community.

2.  DIFFERENCES BETWEEN OGC- 
 COMPLIANT SDIS AND GRID 
  INFRASTRUCTURES
There are several important differences bet-
ween the paradigms of standards-compli-
ant SDIs and grid infrastructures (Hobona et 
al. 2007). The standards used in grid infra-
structures are defined by the Open Grid Fo-
rum (OGF, www.ogf.org), while the Open 
Geospatial Consortium (OGC, www.open
geospatial.org) develops the specifications 
for Spatial Web Services, which form the 
foundation for SDIs. SDIs provide data and 
services through standardized service inter-
faces. Furthermore, the OGC's Web Pro-
cessing Service (WPS) specification allows 
for the integration of data manipulation and 
processing components. 

While an individual data service instan-
ce is able to connect to several data ba-
ckends, a single backend is usually made 
up of a single data source. In grid services 
on the other hand, the service is able to ma-
nage the access of distributed data resour-
ces with redundant data storage for increa-
sed availability. Using grid infrastructures 
and their superior transmission capabilities, 
access times might be reduced significantly. 
Processing services on the other hand may 
also be grid-enabled. Processes from con-
ventional WPS instances are executed on a 
single resource, while grid-enabled proces-
sing services are able to split a process exe-
cution over a multitude of computing nodes. 
For problems that can be parallelized a si-
multaneous execution on more than a single 
resource could speed up the execution signi-
ficantly. In the geospatial domain there are 
processes that can be parallelized through 
the use of simple spatial tiling mechanisms 

on the input data. These processes are the 
most obvious candidates for gridification 
(i.e. modifying the process logic so instead 
of a single computing node a multitude of 
spatially distributed computing nodes work 
together to calculate the result of a process). 

Matching the different kinds of para-
digms is challenging. While both kinds of in-
frastructures are commonly realized as ser-
vice-oriented architectures, the standards 
used differ significantly. The architecture of 
grid infrastructures is defined in the Open 
Grid Service Architecture specification (OG-
SA, Foster et al. 2006b). It is built on and ex-
tends the widely known Web Services Ar-
chitecture (Booth et al. 2004). 

At the time the OGC started creating 
specifications for service based SDIs, the 
Web Service (WS-*) standards were not yet 
established. Therefore, the OGC had to de-
velop their own approach for creating ser-
vice-oriented data distribution. Because all 
OWS (OGC Web Services) are based on 
this approach, WS-* and OWS are not di-
rectly compatible.

Before presenting an implementation ap-
proach for the gridification of geospatial 
processing, the fundamental gaps between 
the concepts of the OGC and the OGF are 
examined.

2.1 SERVICE DESCRIPTION
Services deployed in a grid infrastructure 
have to be described using Web Service 
Description Language (WSDL) documents. 
In this XML format services are described 
“as a set of endpoints operating on mes-
sages containing either document-oriented 
or procedure-oriented information” (WSDL, 
www.w3.org/TR/wsdl.html). When the 
first OGC specifications were developed, 
WSDL was not yet a standard. Therefore, 
the OGC also created their own service 
description method. OGC Web Services 
return their according metadata in capabili-
ties documents, the format of which is defi-
ned in service-specific schema documents. 

To deploy an OGC-compliant service in 
a grid infrastructure, it is necessary to manu-
ally create a WSDL document from the ser-
vice's capabilities, as there is not yet a way 
to convert a capabilities document into a 
WSDL description automatically.

2.2  SERVICE INTERFACE
There are several different methods to invo-
ke the operations provided by an OGC 



    GIS.SCIENCE 3/2009 | 33

GIS.SCIENCE 3 (2009) XX-XX

Web Service. Preferred ways are key-va-
lue-pair requests via HTTP-GET and XML-
encoded requests via HTTP-POST. Grid 
services accessed through a grid middle-
ware are addressed using SOAP 
(www.w3.org/TR/soap). While only 
younger OGC service specifications inclu-
de instructions for using SOAP for service 
invocation, services that do not support 
SOAP, may not be integrated into a grid 
workflow.

Furthermore, the OGC specifies a set 
of possible operations for every OGC 
Web Service. For example the operations 
for a WPS are GetCapabilities, Describe-
Process and Execute. Other OWS provide 
a similar set of operations. Outside of the 
OGC domain these types of service re-
quests are not well-known though.

2.3  STATEFULNESS
Grid services are stateful services, they de-
pend on the ability to store state informati-
on like intermediate results for later use. 
OGC specifications were developed in a 
tradition of stateless environments and pro-
tocols. While statefulness and the integra-
tion of SOAP and REST (Representational 
State Transfer, Fielding 2000) interfaces 
are under discussion, OGC specifications 
do not yet include a general definition of 
how to handle state information. The only 
service able to store intermediate results is 
the Web Processing Service (WPS, OGC 
2007). An optional part of the WPS speci-
fication allows results from a WPS process 
execution to be stored at an external re-
source and used as input data in a later 
service call. Because of the ability to store 
state information the WPS specification is 
used as a starting point for our research.

2.4  SECURITY
Grid environments are very powerful pro-
cessing tools that have to be protected 
against misuse. Therefore, security is a ma-
jor concern in grid infrastructures (Foster et 
al. 1998). Without mechanisms for en-
crypted communication and proper me-
thods for authorization and authentication 
grid computing shall not be possible. In the 
D-Grid environment it is effectively forbid-
den to use grid resources without a proper 
level of security. Security in grid infrastructu-
res utilizing the Globus Toolkit Middleware 
is implemented using the Globus Security 
Infrastructure (GSI, Foster et al. 1998). 

The OGC does not yet provide specificati-
ons on how to establish security in conven-
tional SDIs. Currently security is handled in 
a project- or vendor-specific way. When 
integrating OGC Web Services in grid in-
frastructures it is essential to provide me-
chanisms to address encryption, authenti-
cation and authorization meeting the re-
quirements of the GSI.

3.  IMPLEMENTATION OF A 
 GRID-ENABLED WPS
The WPS specification (OGC 2007) basi-
cally provides users with an interface to in-
voke (geospatial) processes. Neither type 
nor complexity of the processes are speci-
fied, only the set of possible operations and 
their invocation methods are defined, thus 
providing process developers with maxi-
mum flexibility. Operations provided by the 
WPS include GetCapabilities, returning 
metadata about the service, such as infor-
mation about the service provider and a list 
of supported processes, and DescribePro-
cess, returning metadata about specific pro-
cesses. The Execute-operation is used to in-
voke one of the processes provided by the 
service instance.

3.1 GRIDIFICATION OF THE SERVICE
To utilize the superior storage and compu-
ting power of the grid, the implementation 
approach for a grid-enabled WPS has to 
address the differences described in the 
previous chapter. The gridification has to 
be performed on the process level to ensu-
re that the WPS implementation and the 
service interface are not affected at all. 
Thus it is guaranteed, it won't be necessary 
to modify the requests sent to the service, 
when connecting the WPS to the grid.

To grid-enable the deegree3-WPS, we 
split the WPS process into two parts (see fi-
gure 1): One part inside the grid infra-
structure plus a conventional WPS inter-
face. For this we created a grid service 
using the Grid Development Tools from the 
Marburg Ad-Hoc Grid Environment 
middleware (MAGE, mage.uni-mar-
burg.de). This tool generates a skeleton for 
a grid service, where only the process lo-
gic needs to be inserted. If the final WPS 
process is for example supposed to trans-
form a digital elevation model into a trian-
gulated irregular network (TIN), the accor-
ding methods and functions have to be im-
plemented in this grid service. The service 

is then deployed into a Globus Toolkit con-
tainer, acting as a runtime environment. To 
maximize the potential benefit of utilizing 
grid computing resources, the implementa-
tion should provide the means for parallel 
execution of the process logic on a multitu-
de of worker nodes.

The other part of the grid-enabled pro-
cess is set up like a conventional WPS pro-
cess, that is a Java process class and a con-
figuration document defining process-spe-
cific metadata, such as input and output 
parameters, are created. No process logic 
apart from an invocation of the grid service 
is inserted into this process class. This WPS 
process now acts as a client invoking a 
grid service. 

By using the MAGE's Grid Development 
Tools to create the grid service, the required 
WSDL document is created automatically. 
Splitting up the WPS process into a conven-
tional process and a grid service solves the 
problems with service description, service 
interfaces and statefulness, as the grid ser-
vice is used to address the internal grid re-
sources while the user still only communica-
tes with an OGC-compliant WPS.

3.2 IMPLEMENTATION OF SECURITY  
 FEATURES
Every invocation of a service, deployed in a 
Globus Toolkit Container, must be assigna-
ble to exactly one user. As the GSI (Globus 
Security Infrastructure) is based on public-

Figure 1: Model for a grid enabled WPS
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key cryptography, such a grid service may 
only be invoked by a user with valid grid 
credentials. To simplify the usage of grid ser-
vices from an OGC-WPS an online creden-
tial repository called MyProxy (Novotny et 
al. 2001) is employed. A user creates 
proxy-credentials at the MyProxy-repository 
using his or her long-lived grid credentials 
and assigns a username-password combi-
nation to these proxy-credentials. The WPS 
process from the grid-enabled WPS is ex-
tended to include a MyProxy-call, a corres-
ponding JavaAPI is part of the Globus Tool-
kit. When sending a request to the WPS the 
user includes the username-password com-
bination in the request. This identification is 
then used by the WPS process to retrieve a 
short-lived credential from the MyProxy-re-
pository, which in turn may be used to invo-
ke grid services.

The use of short-lived credentials in grid 
projects is further evaluated in the Gap-
SLC project, that is also part of the D-Grid 
initiative.

4. OTHER OGC WEB SERVICES
Besides the WPS there are other OGC 
Web Services that might benefit from gridi-
fication. Furthermore, if a WPS instance is 
to work efficiently in a grid environment, it 
has to access data sources using the grid's 
capacities. In the GDI-Grid Project a con-
cept for grid-enabling OGC-compliant data 
services similar to the gridification of proces-
sing services was developed. Both the 
Web Feature Service (WFS) and the Web 
Coverage Service (WCS) were altered to 
use a grid datastore. For this task the OG-
SA-DAI (Open Grid Services Architecture 
Data Access and Integration, www.ogsa
dai.org.uk) middleware is used.

The WFS from the deegree framework is 
extended to include an OGSA-DAI datasto-
re implementation. This datastore implemen-
tation creates an SQL-statement, that is sent 
to an OGSA-DAI datastore set up inside a 
grid infrastructure. Thus a user can invoke 
the grid-enabled WFS in an OGC-compli-
ant way and still access data stored inside 
the grid.

The prototype for a grid-enabled WCS, 
that was developed in the GDI-Grid Project, 
uses OGSA-DAI's GridFTP implementation. 
The data served by the WCS consists of se-
veral files deployed inside the grid. When a 
GetCoverage operation is invoked the grid-
enabled WCS obtains the necessary files 

through a GridFTP activity. The URL's of the 
hosts where the files are deployed are spe-
cified in the WCS configuration. As spatial 
queries are not supported by GridFTP, who-
le files are transmitted to the grid-enabled 
WCS, that extracts the requested sections.

Figure 2 shows an example for a SDI 
using both grid-enabled processing services 
as well as grid-enabled data services. On 
the left side of the figure there is a conventio-
nal WPS, executing a process on a single 
compute resource. The service in the middle 
utilizes a multitude of compute resources in-
side a grid infrastructure. The WFS on the 
right side accesses storage resources inside 
and outside the grid infrastructure. All three 
services are invoked by the SDI user using 
conventional OGC-compliant requests.

for a more sophisticated approach on 
combining OWS and grid services deve-
loped by the OGC or OGF. Further re-
search on how to combine the paradigms 
at the specification level is necessary. For 
an evaluation of the potential of grid com-
puting for the geospatial data community 
however the proposed low-level ap-
proach is a feasible first step.

6.  OUTLOOK
The impact of grid-enabled OGC Web 
Services on the performance of geospatial 
applications is not yet clear. The available 
series of measurements do not yet suffice, 
to determine the actual benefits of utilizing 
grid technologies in the geospatial do-
main. Grid technology is a powerful tool 
to organize complex and effective cloud 
computing environments. It is assumed that 
with an increasing number of processing 
units and an increasing amount of data, 
that has to be processed, the gain in terms 
of speed justifies the additional overhead 
associated with grid computing. Further 
data with algorithms of varying complexi-
ty needs to be collected. Thus a function 
for the determination of the point where 
the speed gain outweighs the overhead 
may be established (see figure 3). 
Potential approaches for improving the 
performance in conventional SDIs are si-
milar to the methods used in Web Services 
Architectures. The methods focusing on ef-
ficiency and reliability include increasing 
the available bandwidth, improving ser-
ver availability and response time, ca-
ching of requests and intermediate results. 
Whether some of these or other methods 
to address performance issues are feasi-
ble in a grid-enabled SDI is a topic for fu-
ture investigation.

Whether gridification is feasible for a 
WPS process depends on whether there is a 
suitable way to parallelize its process logic. 
There is no generic parallelization method 
that fits every geospatial process. Therefore, 
it is not possible to create the process logic 
of the grid service belonging to a grid-enab-
led WPS process automatically. But some 
general approaches on parallelization of 
geospatial processes do exist. Practicable 
alternatives for splitting up the calculation of 
the process results include partitioning the in-
put data sets by object type, by geometry ty-
pe, by operation type, by spatial criteria 
and by Level of Detail (Chaudry and  

Figure 2: Architecture of an SDI including grid-en-
abled services

5.  CONCLUSION
The aforementioned method for grid-enab-
ling OGC Web Services is a straight-for-
ward approach encapsulating a grid ser-
vice invocation inside a conventional 
OGC-compliant service. By utilizing the 
know-how of grid specialists and the MA-
GE framework it is possible to create the 
according grid services semi-automatical-
ly. Thus it is easy to modify existing con-
ventional data services or processing ser-
vices to integrate resources from grid infra-
structures. At the moment this integrated 
approach is useful, because it is possible 
without changing the current specificati-
ons. There is not yet a finalized proposal 
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Mackaness 2008, Werder and Krüger 
2009). Spatial tiling is often a suitable me-
thod for dividing input data (f.e. 3 dimensio-
nal laser scanning data sets) into several da-
ta sets. The input data are split over a raster 
(regular tiling) or according to administrati-
ve, geomorphologic or other criteria into a 
set of tiles with a specified overlap at the 

borders of the tiles (Lanig et al. 2008). It is 
very important to apply partitioning with 
great care, as the assembled process results 
from different partitioning mechanisms may 
vary (Chaudry and Mackaness 2008). Fur-
thermore, the most suitable partition type de-
pends not only on the input data but also on 
the process. The data sets are distributed 
among the computing nodes and processed 
individually. The result of the process invoca-
tion is assembled from the node’s individual 
results. Due to this additional assembly step 
some computational overhead is created. 
This overhead has to be taken into account 
when deciding whether to execute a pro-
cess on the grid or not. Although the spatial 
tiling approach fits very well to grid compu-
ting, it is not applicable for all geospatial 
processes. Especially complex processes 
with high correlation between different parts 
of the input data can’t be sped up this way, 
because dependencies influencing interme-
diate results of different nodes have to be ap-
plied before the final result is assembled. 
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