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Standard approaches for the co-registration of
terrestrial laser scans (TLS) and close range
digital images (CRDI) taken separately require
often artificial targets. These approaches are
reliable but not efficient for larger projects.
Our approach applies scale invariant feature
detection methods to make the co-registration
process more flexible. But the reliability of
feature matching based on the design of feature
descriptors is sometimes questionable. The ac-
curacy of the applied algorithm can be improved
by introducing some additional geometric con-
straints.

Our approach consists of a three-step procedure.
In the first step scale invariant feature detection
in the brightness image from the digital camera
and the corresponding intensity image from the
terrestrial laser scanner is carried out. In the
next step, the initial matching values of the cor-
responding points are corrected by introducing
additional constraints. Finally, from each set of
match, the affine transformation parameters are
calculated so that the 3D point cloud and
brightness image can be registered together.
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1.Introduction

Terrestrial laser scanning is a relatively new technology in
geodesy. It delivers fast and dense 3D information of the
object of interest without the mandatory use of targets.
Poor intensity image obtained from terrestrial laser scan-
ners can be replaced by multi-channel high resolution
images obtained from the digital camera. Thus, 3D point
clouds from terrestrial laser scanners with complete tex-
ture information obtained from digital images can be used
for modelling and visualization of three dimensional ob-
jects.

This image- and range-based modelling requires co-regis-
tration of both image and range data in one common co-
ordinate system. Using the standard techniques, artificial
targets are used to register CRDI and range data of
the terrestrial laser scanner (ULLRICH et al., 2003). AL-
ManasirR and Fraser (2006) used coded targets placed
on the object to register digital images in the coordinate
system of the laser scanner by applying a 3D similarity
transformation. However, their proposed method requires
a digital camera to be rigidly attached to the laser scanner.
These methods are reliable but its quality of the registra-
tion depends upon the distribution and choice of targets.
Furthermore, the feasibility of these approaches in hazar-
dous areas due to limiting access to the object of interest is
always a question.

There exist many co-registration techniques which work
automatically without the need of artificial markers or ex-
ternal sensors. (HABIB et al., 2002) presented a method of
automatic co-registration of point clouds and CCD camera
images. They used ,tie lines* instead of ,.tie points* to
improve the quality of the co-registration. Dold and Bren-
ner (2006) used planar patches for co-registration of ter-
restrial laser scans obtained from different positions. Ima-
gery data is used to improve the search algorithm of iden-
tifying the corresponding planar patches. Terrestrial laser
scanners provide 3D range information along with reflec-
tivity value of each point. This reflectivity value can be
used to register range data with digital images. (HaALA
et al., 2004) oriented digital images from a panoramic ca-
mera in a reference system of the terrestrial laser scanner
by spatial resection based on control points. Wendt and
Heipke (2006) investigated the integration of central per-
spective images of a pinhole camera and range and inten-
sity data of laser scanners. They used intensity images
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along with range data to improve the detection of corre-
sponding points.

Bonam and BEckER (2007) used the scale-invariant feature
transform (SIFT) developed by Lowe (2003) for co-regis-
tration of terrestrial laser scans and images obtained from
CCD. They applied SIFT algorithm directly to intensity
images of the scanner. They used geometric verification
technique (i.e., RANSAC) to filter out falsified matching
pairs. The number of correct matches was found only
20 % of total match.

The registration method proposed in this paper is based on
the extraction of ,tie points* from the intensity image of
the terrestrial laser scanner and the corresponding high re-
solution digital images obtained from a separate hand-held
CCD camera. These ,.tie points* are invariant to scale and
rotation, robust to change in illumination conditions and
noise, and small change in 3D viewpoint. The approach
used to detect these features is referred as ,,Speeded-Up
Robust Features® (SURF) and is developed by (Bay et
al. 2006). Unlike SIFT, SURF got different types of de-
scriptors. In this paper we have used the regular version
SURF-64 (descriptor length 64) and the up-right version
U-SUREF (rotation invariance of keypoints is not consid-
ered). SURF yields results with accuracy comparable to
SIFT with key advantage of less computational cost by
making an efficient use of integral images. Furthermore,
matching speed of features is enhanced by introducing
sign of Laplacian. In Section 2, some of the key differences
between the intensity image of terrestrial laser scanner and
CRDI are discussed. Keypoints are localized by using two
different versions of SURF in Section 3. Nearest neighbour
search (using Euclidean distance) was performed for the
detection of the corresponding SURF descriptors. The ob-
tained results have been improved by using our proposed
algorithm which is based on geometric constraints be-
tween two images. In Section 4, conclusion and some to-
pics for further research are outlined.

2.Detail about the data

In this paper, test scans have been acquired using a Z + F
Imager 5006 (Z+F Imager, 2009) scanner. It is a phase
shift measurement scanner. Its field of view is
(360° x 310°). It has a vertical and horizontal resolution
of 0.0018°and a range accuracy of 6.8mm at 50m by
scanning an object with 10 % reflectivity. Test images
have been taken by using a Samsung 12Mp camera. It
has an image size of 5.761mm x 4.32mm and a pixel
size ofl.8um x 1.8um. A small area with some text
and artificial targets in the 3D-laboratory and an open
area with natural features has been scanned as well as
imaged independently with an arbitrary scale and rotation.
This type of data set provides symmetry and similarity in
scenes and hence can be used as a measure of reliability of
the design of the SURF descriptor.

The standard output of a terrestrial laser scanner is the dis-
tance, the horizontal and vertical angles of each point of the
object surface with respect to the scanner position. In ad-
dition to this range data, the registered intensity corre-
sponding to each range measurement based upon the inten-
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sity of the object surface at the wavelength of the
implemented laser light is also registered. This intensity va-
lue is used to obtain a monochromatic intensity image. This
image can be used to register the terrestrial laser scans and
the digital images directly together by an image matching
algorithm. However, the intensity image differs from a di-
gital camera image in many ways. A summary of the main
differences between two types of images is given below.
Light conditions are crucial for passive sensors (digital
cameras). The shadows on the object caused by ambient
light result in an increase in noise and lead to false map-
ping of grey values in the image. On the other hand, ter-
restrial laser scanners being active sensors are indepen-
dent from external light and hence shadow effect can
be minimized. Field of view in case of a laser scanner
is larger than for camera views. Multispectral high quality
images with complete texture information are obtained
through digital cameras while the intensity image ob-
tained from terrestrial laser scanners has inferior quality
and it doesn’t contain any texture information. Standard
digital images have central perspective geometry while
the intensity images have spherical geometry. Whereas
straight lines in object space remain straight in standard
digital images, they may appear curved in the intensity
images. The resolution of intensity images is generally lo-
wer as compared to digital images.

The above mentioned differences between the two types
of images require an interest point detection and matching
technique which is not only invariant to scale and rotation
but also robust to minor change in view point and illumi-
nation conditions and at the same time robust to detection
displacement and geometric deformation.

3.Proposed Algorithm

As mentioned in Section 1, the SURF detector and de-
scriptor was used in the current project for discrete image
point correspondences in the intensity image and CRDI.
Following pipeline has been adopted to register a first data
set together. For the second data set only the results have
been shown in Section 3.3.

3.1 Pre-processing

1. Terrestrial laser scanner stores intensity values in 16-bit
numbers. The most of the standard image processing
tools are designed to work with 8-bit image, therefore
intensity values are stored into 8-bit format to work
with these standard tools.

2. As image obtained from normal CCD camera deviates
from central perspective projection and straight lines in
scene doesn’t remain straight in image space. PhotoMo-
deler Scanner (PhotoModeler Scanner 2009) has been
used to calibrate the used digital camera and to find
interior orientation parameters of the camera and an
idealized central perspective image has been obtained
by applying the corrections obtained from interior or-
ientation parameters.

3. Both of images have been resized to reduce computa-
tional time.
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3.2 SUREF based interest point description and
matching

The SURF detector is based on the Hessian matrix. Blob-
like structures are detected at locations where the deter-
minant of the Hessian matrix has a maximum. Interest
points are localized in scale space by performing non ma-
xima suppression. The distribution of the intensity content
within the interest point neighbourhood is described by a
feature vector. Each interest point is assigned an orienta-
tion by calculating Haar wavelet responses in its vicinity.
The extracted interest points by using SURF-64 for each
image have been shown in Figure 1.

Nearest neighbour search (using the Euclidean distance)
has been used to match two sets of descriptors extracted
from two images. It has been found that the relationship
between the nearest and the second nearest neighbour
plays an important role in the quality of results of match-
ing. We have used a value of 0.7 for the nearest neighbour
matching. The speed and robustness of matching has been
increased by considering the sign of the trace of Hessian
matrix for the underlying interest point. The features
having same type of contrast are compared together.
The matching results can be seen in Figure 2. It is obvious

that some matched pairs are false and need to be discard-
ing from correct matches.

3.3 Identification and removal of False Matches

Matching is based on Euclidean distance of the feature
vectors without taking into account the geometry of
images. Due to the overall descriptor design and different
image projections, the matching algorithm based on the
nearest-neighbour delivers some degree of false matching.
These false matches can be easily identified. A detailed
analysis of the falsified matching allows designing an al-
gorithm which helps us to discard these points automati-
cally.
The geometric verification technique applied in this paper
makes use of some very simple geometric constraints. For
two overlapping images I; & I, the following criterion
should be applicable.
LIf Py & Py for i € {1,...,n} are the corresponding
points in image I; & I, respectively, n is the number of
the matching pairs and dx; & dy; is the change in the

distance between P(;; and P(;; in x & y direction re-
spectively, then the length d; = /dx? + dy? and the

Figure 1: SURF interest points mapped on scanner image (left) and camera image (right)

Figure 2: Nearest neighbor search (using Euclidean distance) between scanner image (left) and camera image (right)
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Figure 4: Corrected matching (using our proposed algorithm) for the second data set.

slope m; = dy Yqy; of a line li joining the points P;); &
P ()2 should remain constant.

2.If dj), for j € {1,...,n} is the distance of point i from
any other point j in image /,and d ;) is the distance of
point i from any other point j in image I, respectively,
then D; = d;1 /d(;;» should be a constant.

3.1f o), is the change in the orientation of point i from
any other point j in image /; and o(;), is the change in
the orientation of point i from any other point j in image
I respectively, then O; = o) / 0(jj)2 should be a con-
stant.

4. It can be only one corresponding point P(;); in image I
for a point P;); of imagel;.

As our images came from two different sources and have

two different image projections, we can apply the geo-

metric constraints defined above with a small change. In-

stead of defining a constant value for distances and slope,

a value with some small standard deviation can be chosen

as criteria to verify true match pairs.

A small algorithm has been written by making use of

above knowledge and all the false matching pairs have

been removed. The result for data set 1 is shown in

Figure 3. Wrong matches are shown in red lines.

An other area with some typical features for building, e. g.

windows and colums providing symmetry and self-simi-

larity have been scanned as well as imaged. These types of

repetitive features cause false matches which need to be

identified. The result after applying correction based on

our proposed algorithm is shown in Fig.4.
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Table 1 shows the number of correct matches after apply-
ing our proposed algorithm. It has been found that
U-SURF requires less computational time as compared
to SUREFE. Therefore, it is recommended to use U-Surf
in case where the change in orientation is small. Finally,
affine transformation parameters are computed.

4.Summary and Conclusions

An automatic registration method for terrestrial laser
scans and digital images has been represented in this pa-
per. Our proposed method makes use of intensity images
directly available as by-product along with the 3D point
cloud. Scale- and orientation invariant features using the
SUREF algorithm have been extracted from the intensity
images of terrestrial laser scanner and the corresponding
digital images obtained from independent hand-held
camera. Two versions of SURF (SURF64 & U-SURF)
have been used in this paper. It has been found that with
limited change in orientation U-SURF can be used for
finding ,,tie points* with higher speed. It has been found
that this feature matching technique works well for conver-
gent geometry with scale factor (<2) and rotation (<30 de-
grees), but the exact limitations are under investigation and
are part of our future research. Some geometric constraints
between two images have used to discard false matching
due to the different projection of both images and to im-
prove the reliability of matching algorithm. Our proposed
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Table 1: Total correct matches obtained after applying our algorithm to remove false matches.

Algorithm Total matches Correct matches Percentage correct
Data-set 1 U-SURF 23 18 78 %
SURF 13 9 69 %
Data-set 2 U-SURF 25 16 64 %
SURF 14 10 71 %

algorithm works well even only 51 % matches are correct.
We haven’t considered time consumption explicitly in our
experiment. The reason is that this is a well known fact
that U-SURF performs faster than SURF. Furthermore,
it has been experimentally found that the number of cor-
rect matches obtained by U-SURF is higher than SURF.
Finally, the result shows that our proposed algorithm is
simple, efficient and reliable.

This work is a part of an on-going research. In future some
more geometric constraints should be used along with
SURF descriptor during the matching stage to get more
corresponding points with higher reliability. In addition,
this pair wise registration technique must be extended
to multi- image registration to enhance robustness and
to explore more capabilities of the proposed algorithm.
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Zusammenfassung

Standard Ansitze fiir die Co-Registrierung von
terrestrischen Laserscans (TLS) und digitalen
Bildern aus dem Nahbereich (CRDI) erfordern oft
kiinstliche Zielmarken. Diese Ansiitze sind zwar
zuverlassig, aber bei grofleren Projekten nicht
effizient. Unser Ansatz setzt Methoden zur ska-
leninvarianten Merkmals-Erkennung ein, um die
Registrierungsverfahren flexibler zu gestalten. Da
die Zuverlassigkeit der Merkmalszuordnung vom
Design des Deskriptors abhingig ist, sind die
Ergebnisse allerdings manchmal zweifelhaft. Die
Genauigkeit des verwendeten Algorithmus kann
durch die Einfithrung zusitzlicher geometrischer
Bedingungen verbessert werden.

Unser Ansatz besteht aus einem Drei-Stufen-
Verfahren. Im ersten Schritt wird die skalenin-
variante Merkmals-Erkennung im Grauwertbild
der Digitalkamera und dem entsprechenden In-
tensititsbild des terrestrischen Laserscanners
durchgefiihrt. Im néchsten Schritt werden die
Startwerte der korrespondierenden Punkte durch
die Einfithrung zusitzlicher geometrischer Ein-
schrinkungen Kkorrigiert. SchlieBlich werden aus
jedem Satz der Zuordnung die affinen Transfor-
mationsparameter so berechnet, dass die 3D-
Punktwolken und das Grauwertbild ineinander
zugeordnet werden konnen.
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