
The paper proposes a new way of standardising
observation adjustments and a way of establis-
hing a damping function criteria, applied in al-
gorithms of adjustment insensitive to gross er-
rors. It presents theoretical formulae and prac-
tical verification on a numerical example. The
effectiveness of the proposed method has been
assessed by comparison of the results with the
classic (known) methods of standardisation and
determination of damping function parameters.

1 Introduction and formulation of the problem

The concept of adjustment insensitive to gross errors has
been put forward by Huber [5]. It was subsequently devel-
oped by Hampel [4] and other scholars (cf. e.g. [14]). Si-
milar subjects have been dealt with in a number of other
reports, e.g. [1, 10, 6–8, 9, 12] and other. A detailed de-
scription of selected methods of insensitive adjustment
can be found in [11, 13] and [14].
One of the methods of error-insensitive adjustment of geo-
detic observations is a modified least square method. The
modification comes down to replacing the traditional
weighted matrix with a matrix function of weights, based
on the so called damping function. The aim of the function
is to compensate (damp) the effect of deviating observa-
tions (gross errors) on the final results of adjustment.
Among the known damping functions, there are the fol-
lowing: Huber’s function, Hampel’s function, Danish
function [13] as well as the functions proposed by the
author of this paper [2, 3].
A significant drawback of the group of error-insensitive
adjustment methods, based on the application of a damp-
ing function, is the necessity to standardise observation
adjustments and to establish so called criteria (controlling
parameters) of a damping function. Both the processes are
quite complicated and there are no clearly defined criteria
of (empiric) selection of the controlling parameters [11].
The values of standardised adjustments �mmi are calculated
from adjustments mi, estimated by the classic method of
least squares (LSQ):

�mmi ¼
mi

mmi

ð1Þ

Errors of mean adjustments mmi
are square roots of diag-

onal elements of a covariance matrix of a vector of obser-
vation adjustments:

QV ¼ P�1 � AðATPAÞ�1AT ð2Þ
Symbols A, P denote matrices which are present in a clas-
sic adjustment according to LSQ (A – a matrix of factors
with unknown parameters in equations of errors, P – ma-
trix of weights). Formula (2) is correct with the assump-
tion that the mean unit error (standard deviation estimator)
m0 ¼ 1.
Thus calculated standardised adjustments (1) are verified
with a damping function (e.g. QDF – see [2]):

f ð�mmÞ ¼
1; �mm 2 h�k0; k0i
1� �mm2�2k0j�mmjþk2

0

ðk�k0Þ2
; j�mmj 2 hk0; ki

0; j�mmj > k

8><
>: ð3Þ

Examples of damping functions are shown in Fig. 1.
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Fig. 1: Examples of damping functions: a) QDF – see [2],
b) EDF – see [3]
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A criterion of a damping function (controlling parameter) k0, present in equa-
tion (3), is selected for the assumed normal distribution of observation errors
[13]. The first step is to calculate the level of probability c for the determined
interval of standardised adjustments D�mm ¼ �k0; k0. The value of parameter k0

is then determined:

Pð�mm 2 k0; k0Þ ¼ 2

ðk0

0

1ffiffiffiffiffiffi
2p
p exp

��mm2

2

� �
d�mm ¼ 2fðk0Þ ¼ c ð4Þ

The value of function fðk0Þ is read from the tables of normal distribution for
argument k0. The second criterion of the damping function (parameter k – cf.
Fig. 1) is adopted empirically. A too low value of the parameter may result in a
risk of failure to notice a deviating observation, whereas a too high one – may
result in too slow convergence of the iterative process. It is recommended that
the initial value of parameter k should be taken from the interval h4; 6i.
The aim of this study is to put forward a proposition of a simplified method of
adjustment standardisation and a new principle of establishing damping func-
tion criteria.

2 Standardisation of adjustments and damping function criteria

Following is a proposed sequence of calculations of an error-insensitive ad-
justment using any of the known damping functions (see, e.g. [13]):
1) Calculation of adjustments according to mi algorithm based on the least

square condition (e.g. by the parametric method).
2) Standardisation of adjustments (mi ! �mmi):

�mmi ¼
mi

mi

ð5Þ

where: mi – mean error of the i-th observation.
3) Calculation of the arithmetic average j�mmjar of absolute values of standardised

adjustments:

j�mmjar ¼
Rj�mmij

n
ð6Þ

where: n – the number of observations in a group of uniform observations.
4) Calculations of deviations d�mmi of standardised adjustments from the mean

value:

d�mmi ¼ j�mmij � j�mmjar ð7Þ
5) Determination of a deviation coefficient li for each standardised adjust-

ment:

li ¼
d�mmi

j�mmjar

ð8Þ

6) Application of coefficient li as an auxiliary criterion of a damping function:

li � k0 ! f ð�mmÞ ¼ 1; ðLSQÞ
k0 < li < k ! f ð�mmÞ 2 ð0; 1Þ
li � k ! f ð�mmÞ ¼ 0; ðp ¼ 0Þ

8<
: ð9Þ

where: f ð�mmÞ – damping function; k0, k – criteria of application of a damping
function; p – weight of an observation in performing adjustment with the least
squares method (LSQ).
The formula (8) can be written in the following form:

li ¼ n� j�mmij
jRmij

� 1 ð10Þ

Substituting j�mmij ¼ k0 and j�mmij ¼ k in formula (10), it can be established for
what values of the standardised adjustment �mmi a damping function should
be applied (criterion k0) or a given observation should be excluded from



the adjustment process (criterion k). Transformation of
formula (10) yields:

k ¼ ðlmax þ 1Þ � j�mmjar ð11Þ

k0 ¼ ðl0 þ 1Þ � j�mmjar ð12Þ

The values l0 and lmax are adopted from formula (8). For
example, assuming that

l0 ¼ �0:5 and lmax ¼ 0:5 ð13Þ
formulae (11) and (12) can be written in a simpler manner:

k ¼ 1:5� j�mmjar ð14Þ

k0 ¼ 0:5� j�mmjar ð15Þ
It seems that the restricting values of the absolute coeffi-
cient of a standardised adjustment (l0, lmax), adopted for
formulae (14), (15), are optimal. The conviction stems
from the following reasoning. It is easy to prove that
the mean for the value calculated from formula (8) or
(10) is equal to zero:

lar ¼ 0 ð16Þ
It is a neutral point, so the restricting values should be si-
tuated symmetrically in relation to the point (16). On the
other hand, it is noteworthy that the lower restricting value
of li is „� 1“, which happens when �mmi ¼ 0:

lim
mmi!0

li ¼ �1 ð17Þ

Therefore it seems natural that the lower limit of damping
should be adopted in the middle of the interval (� 1;0), i.e.
l0 ¼ �0:5.
Adopting lower values (l0 < �0:5, lmax < 0:5) can bring
about unnecessary damping or rejecting correct observa-
tion, respectively. Whereas higher values of the coeffi-
cients (l0 > �0:5, lmax > 0:5) may result in that, that
an observation with a gross error will greatly affect the
results of adjustment.
Another way to determine an auxiliary criterion of a
damping function (8), (10) is to calculate (instead of the
arithmetic mean of the absolute values j�mmjar (6)) the mean
value of the sum of squares of standardised adjustments �mmi:

ð�mm2Þar ¼
R�mm2

i

n
ð18Þ

An auxiliary criterion of a damping function is then de-
termined in the following manner:

mi ¼ n� �mm2
i

R�mm2
i

� 1 ð19Þ

Applying the same procedure to formulae (7), (8), (10),
yields alternative formulae for the criteria of damping
functions (11), (12):

k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðlmax þ 1Þ � ð�mm2Þar

q
ð20Þ

k0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðl0 þ 1Þ � ð�mm2Þar

q
ð21Þ

As in this case the conclusions from formulae (16) and
(17) are also true, the restricting values l0, lmax are

adopted like before (13). The formulae equivalents to
(14) and (15), when (18) is applied, will be written in
the following manner:

k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1:5� ð�mm2Þar

q
ð22Þ

k0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:5� ð�mm2Þar

q
ð23Þ

The formulae for calculation of an auxiliary criterion of a
damping function (10), (19) will be illustrated with an ex-
ample based on theoretical values. Table 1 contains two
sets of standardised adjustments (A – with gross errors,
B – without gross errors) with corresponding coefficients
l. For „version I“ formula (10) has been applied (proposi-
tion I), and for „version II“ – formula (19) (proposition II).
Fig. 2 and 3 show graphical illustrations of data contained
in Table 1. The illustrations indicate that only two deviat-

Table 1: The values of an auxiliary criterion of damping,
calculated for example sets of standardised adjustments
(corrections).

No. Version I Version II

A B A B

�mm l �mm l �mm l �mm l

1 � 20 1.97 – – � 20 4.13 – –

2 � 10 0.48 � 10 0.91 � 10 0.28 � 10 1.73

b � 9 0.34 � 9 0.72 � 9 0.04 � 9 1.21

4 � 8 0.19 � 8 0.53 � 8 � 0,18 � 8 0.75

5 � 7 0.04 � 7 0.34 � 7 � 0.37 � 7 0.34

6 � 6 � 0.1 � 6 0.15 � 6 � 0.54 � 6 � 0.02

7 � 5 � 0.26 � 5 � 0.05 � 5 � 0.68 � 5 � 0.32

8 � 4 � 0.41 � 4 � 0.24 � 4 � 0.79 � 4 � 0.56

9 � 3 � 0.55 � 3 � 0.43 � 3 � 0.88 � 3 � 0.75

10 � 2 � 0.70 � 2 � 0.62 � 2 � 0.95 � 2 � 0.89

11 � 1 � 0.85 � 1 � 0.81 � 1 � 0.99 � 1 � 0.97

12 0 � 1.00 0 � 1.00 0 � 1.00 0 � 1.00

13 1 � 0.85 1 � 0.81 1 � 0.99 1 � 0.97

14 2 � 0.70 2 � 0.62 2 � 0.95 2 � 0.89

15 3 � 0.55 3 � 0.43 3 � 0.88 3 � 0.75

16 4 � 0.41 4 � 0.24 4 � 0.79 4 � 0.56

17 5 � 0.26 5 � 0.05 5 � 0.68 5 � 0.32

18 6 � 0,11 6 0.15 6 � 0.54 6 � 0.02

19 7 0.04 7 0.34 7 � 0.37 7 0.34

20 8 0.19 8 0.53 8 � 0.18 8 0.75

21 9 0.34 9 0.72 9 0.04 9 1.21

22 10 0.48 10 0.91 10 0.28 10 1.73

23 25 2.71 – – 25 7.01 – –

Notation:
Version I– see formula (10); Version II – see formula (19);
A – a set of observations with gross errors;
B – a set of observations without gross errors;
�mm – standardised adjustment;
l – an auxiliary criterion of damping
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ing observations significantly change the diagrams of the
proposed coefficient, which will hopefully result in its ap-
plication in detecting gross errors.
Diagrams in Fig. 4 show the relationships between coeffi-
cient l and the controlling parameters (k0, k) of a damping
function. Judging from the diagram shapes, proposition II
(fig. 4b) is more beneficial: it protects observations with
low values of standardised adjustments and is more re-
strictive towards the observations with higher values of
attributed adjustments (contaminated observations).

3 A numerical example

A numerical example will be shown on the database, con-
taining data which were used in an earlier study by the
author [2]. A set of observations contains equally accurate
results of 4 measurements of a certain length x:
di ¼ f100:006; 100:003; 99:997; 100:054g, one of
which significantly deviates from the others. The approx-
imate value of the unknown has been adopted to be equal
to x0 ¼ 100:000 m, whereas the mean error of the mea-
surement is equal to m0 ¼ 0:005 m.
In order to compare which of the methods yields more
credible results, an adjustment will also be performed ac-
cording to classic LSQ. Here, the set of observations does
not contain any gross errors (di ¼ f100:006; 100:003;
99:997; 100:002g). Apparently, the deviating observation
d4 has been replaced with the expected value (arithmetic
average) of the remaining three observations.
The example makes use of the formulae for two damping
functions: QDF (3) and Hampel’s – cf. e.g. [13]:

f ð�mmÞ ¼ j�mmj � k

k0 � k
ð24Þ

The calculations and results of the adjustment performed
by various methods (in several versions) are presented in
Table 2. A detailed description of symbols and versions of

Fig. 2: An auxiliary criterion of a damping function
(example) – version I

Fig. 3: An auxiliary criterion of a damping function (ex-
ample) – version II

Fig. 4: An auxiliary criterion of a damping function:
a) version I – cf. (10), b) version II – cf. (19)

1
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calculations is shown in the bottom part of the table. The
results for the „classic version“ and LSQ have been taken
(for comparison) from the example mentioned in [2]. Ta-
ble 2 shows the results of adjustment after the first itera-
tion (mð1Þi , d xð1Þ). Application of further iterations would
have to be followed by subsequent corrections of control-
ling parameters of a damping function. The aim of the ex-
ample is to show that it is possible to obtain the correct
results (with properly selected parameters of a damping
function) in the first iteration.
Judging by the adjustment results, the best outcome is pro-
duced by the method adopted for version II. The values of
adjustments of observations and of the unknown value are
nearly identical to the expected values (LSQ* – a set of
observations without gross errors). Of the two applied

damping functions, the QDF function [2] is more benefi-
cial. As it turns out, it does not matter much how adjust-
ments are standardised (version II* – classic standardisa-
tion (see, e.g. [13]), version II – standardisation proposed
in this paper).

4 Summary and conclusions

This paper proposes a new, simplified manner of standar-
disation of observation adjustments and establishing cri-
teria (controlling parameters) of a damping function, ap-
plied in the method of error-insensitive adjustment. The
proposed standardisation is directly based on the knowl-
edge of a mean unit error of the observation. The actual

Table 2: Results of adjustment for different versions

Quantities
being

calculated

No. Classic version Proposed solutions LSQ*

Version I Version II Version I* Version II*

Hampel QDF Hampel QDF Hampel QDF Hampel QDF Hampel QDF

mi [mm] 1 9.0 9.0 9.0 9.0 9.0 9.0 9.0 9.0 9.0 9.0 � 4.0

2 12.0 12.0 12.0 12.0 12.0 12.0 12.0 12.0 12.0 12.0 � 1.0

3 18.0 18.0 18.0 18.0 18.0 18.0 18.0 18.0 18.0 18.0 5.0

4 � 39.0 � 39.0 � 39.0 � 39.0 � 39.0 � 39.0 � 39.0 � 39.0 � 39.0 � 39.0 0.0

d x [mm] – 15.0 15.0 15.0 15.0 15.0 15.0 15.0 15.0 15.0 15.0 2.0

�mmi [mm] 1 2.08 2.08 1.80 1.80 1.80 1.80 2.08 2.08 2.08 2.08 –

2 2.77 2.77 2.40 2.40 2.40 2.40 2.77 2.77 2.77 2.77

3 4.16 4.16 3.60 3.60 3.60 3.60 4.16 4.16 4.16 4.16

4 � 9.01 � 9.01 � 7.80 � 7.80 � 7.80 � 7.80 � 9.01 � 9.01 � 9.01 � 9.01

l 1 – – � 0.54 � 0.54 � 0.84 � 0.84 � 0.54 � 0.54 � 0.84 � 0.84 –

2 � 0.38 � 0.38 � 0.72 � 0.72 � 0.39 � 0.39 � 0.72 � 0.72

3 � 0.88 � 0.88 � 0.37 � 0.37 � 0.88 � 0.88 � 0.37 � 0.37

4 1.00 1.00 1.94 1.94 1.00 1.00 1.94 1.94

l0 – – – � 0.5 � 0.5 � 0.5 � 0.5 � 0.5 � 0.5 � 0.5 � 0.5 –

lmax – – – 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 –

k0 – 2.0 2.0 1.85 1.85 3.22 3.22 2.25 2.25 3.71 3.71 –

k – 6.0 6.0 5.85 5.85 5.58 5.58 6.76 6.76 6.44 6.44 –

mð1Þi [mm] 1 � 2.92 � 3.47 � 3.15 � 3.66 � 3.72 � 3.95 � 3.19 � 3.68 � 3.72 � 3.95 � 4.0

2 0.08 � 0.47 � 0.15 � 0.66 � 0.72 � 0.95 � 0.19 � 0.68 � 0.72 � 0.95 � 1.0

3 6.08 5.53 5.85 5.34 5.28 5.05 5.81 5.32 5.28 5.05 � 5.0

4 � 50.92 � 51.47 � 51.15 � 51.66 � 51.72 � 51.95 � 51.19 � 51.68 � 51.72 � 51.95 0.0

d xð1Þ [mm] – 3.08 2.53 2.85 2.34 2.28 2.05 2.81 2.32 2.28 2.05 � 2.0

Notation:
Classic version – classic standardisation (1), criteria k and k0: see e,g, [13];
Version I – standardisation (5), criterion k and k0 (11), (12);
Version II – standardisation (5), criterion k and k0 (20), (21);
Version I*, Version II* – like version I and II (respectively), but classic standardisation (1);
LSQ* – classic LSQ, but without deviating observations;
Hampel; QDF – methods of error-insensitive adjustment (see e,g, [13]);
mi, �mmi, – adjustments from classic LSQ and standardised adjustments (respectively);
d x – increment to the approximate unknown from the classic LSQ;
mð1Þi , d xð1Þ, – similarly to and d x (respectively), but after the first iteration;
The other symbols – like in Fig. 1 and 4.
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controlling parameters (k0, k) of a damping function are
determined based on the proposed auxiliary criterion l,
which is earlier determined from the standardised adjust-
ments. Two alternative methods of determination of coef-
ficient l have been proposed. The principle has been pre-
sented of adopting the restricting values of the coefficient
(l0, lmax). The theoretical formulae have been illustrated
on diagrams, based on example data. The proposed meth-
od has been practically verified with a numerical example
(exact adjustment of multiple observations of one value).
In order to compare the method effectiveness, an adjust-
ment has been performed with the use of the Hampel’s
function and the QDF function [2] where both traditional
and the proposed (alternative) methods of standardisation
and determination of controlling parameters were applied.
The performed tests allow for the following conclusions:
– the proposed, simplified method of standardisation,

does not negatively affect the final results of adjust-
ment,

– applying an auxiliary criterion l allows for determina-
tion of better values of controlling parameters (k0, k) of
a damping function than the use of the traditional meth-
ods,

– owing to the proposed method of establishing the cri-
teria, the damping function is more effective (compared
with other methods): correct observations are not dis-
torted, whereas an observation bearing a gross error is
rejected or strongly dampened.
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