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Abstract: As metropolitan areas evolve into 24-hour hubs, ensuring nighttime thermal comfort has 
become critical for enhancing urban livability and public space usability. This study explores the use 
of machine learning (ML) models and social media data to predict thermal comfort in nighttime met-
ropolitan environments. Using a 5-point thermal sensation vote (TSV) scale, over 70,000 social media 
posts from five diverse U.S. metropolises were analyzed. Use the LLaVA large language model for 
data cleaning, incorporating meteorological data retrieved via the OpenWeather API. Multiple classifi-
cation and regression ML algorithms were tested for tasks. The Random Forest models demonstrated 
the highest performance. Social media user data can improve the accuracy of ML model predictions to 
a certain extent. The study also shows the ranking of various features’ importance in the thermal com-
fort ML prediction model. The findings underscore the importance of integrating demographic and 
environmental data to enhance prediction accuracy and discuss the role of urban greenery in mitigating 
urban heat island effects. The research can provide actionable insights for urban planners, architects, 
and policymakers in designing thermally inclusive public spaces, promoting sustainability, and enhanc-
ing nighttime urban experiences. 
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1 Introduction 

As metropolitan areas evolve into 24-hour hubs, the need for comfortable nighttime outdoor 
spaces has become critical. Urban environments support various activities at night, from so-
cial gatherings and cultural events to physical exercise and leisure activities, all of which 
contribute to the vitality of cities and the quality of life. Outdoor thermal comfort is crucial 
to ensure these spaces remain accessible and attractive, especially as more and more residents 
seek healthy, socially engaged, and sustainable lifestyles (CARMONA 2021, MEHTA 2013). 
The need for safe, comfortable nighttime environments in metropolitan areas reflects broader 
societal trends toward inclusive, all-weather urban planning that encourages individual and 
community activity (GEHL et al. 2011, JACOBS 1961). 

Thermal comfort plays a central role in determining how much time people spend outdoors, 
how they interact with public spaces, and whether these interactions promote positive, safe 
experiences (HÖPPE 2002). Thermal comfort in urban areas is affected by unique environ-
mental conditions at night, such as the urban heat island (UHI) effect, which results in tem-
perature differences between built-up metropolitan areas and surrounding rural areas (OKE 
1982). This effect can significantly affect people’s perception of outdoor spaces, especially 
when temperatures are too high or too low during certain seasons. Urban environments are 
particularly prone to heat retention, leading to persistent discomfort due to dense building 
materials, reduced vegetation, and large areas of artificial surfaces (GAITANI et al. 2007, 



J. Yang et al.: Prediction of Thermal Comfort in Nighttime Metropolis 433 

ROTH et al. 1989). The demand for accurate nighttime thermal comfort prediction in metro- 
politan areas is increasingly important, not only for residents but also for tourists unfamiliar 
with local climate variations. Tourists often rely on weather forecasts and environmental in-
formation when planning their travel and outdoor activities, yet standard forecasts may lack 
the granularity needed to address nighttime comfort in dense urban settings. For individuals 
unfamiliar with a city’s unique microclimates, understanding localized nighttime comfort 
levels is essential for making informed choices about where to spend time outdoors. 

Current literature highlights the significance of thermal comfort in determining the quality 
and usability of outdoor spaces, with studies indicating that even mild discomfort can reduce 
the amount of time people are willing to spend in an area (SPAGNOLO & DE DEAR 2003). For 
example, research by Nikolopoulou and Steemers highlights that thermal comfort is one of 
the most influential factors in the use of outdoor spaces, especially in urban environments 
where reduced artificial lighting and natural shade can alter environmental perception 
(NIKOLOPOULOU & STEEMERS 2003). Furthermore, studies have shown that nighttime ther-
mal comfort requires a dedicated approach, as most existing models are based on daytime 
conditions and do not consider the diverse microclimates or different building structures 
found in urban spaces at nighttime (AGHAMOLAEI et al. 2023, YIN et al. 2021). 

Despite recognizing the importance of thermal comfort for nocturnal outdoor activities in 
urban environments, there are still significant gaps in our understanding of this phenomenon. 
Most existing studies focus on daytime conditions or natural environments, neglecting the 
unique variables of nocturnal metropolitan environments, such as altered air circulation, ur-
ban heat retention, and reduced solar radiation, which have a significant impact on thermal 
comfort (GAITANI et al. 2007, OKE 1982). Most current studies rely on meteorological data 
and controlled measurements, which may not capture the subjective real-time experience of 
urban residents. While some studies include public perception, they usually depend on post-
event surveys or static data sources, lacking the immediacy and nuance of social media in-
sights, which can reflect public perception of thermal comfort in real time, especially for 
spontaneous nocturnal activities (SLOAN et al. 2015). Existing thermal comfort models are 
usually designed for indoor or semi-outdoor spaces and have difficulty coping with the com-
plex and changing conditions of nocturnal cities, where dense buildings, diverse microcli-
mates, and diverse ground materials produce unpredictable thermal dynamics (NIKOLO-
POULOU & STEEMERS 2003). Addressing these research gaps requires not only adapting mod-
els to account for nighttime urban conditions but also incorporating real-time subjective data 
from social media to provide more accurate thermal comfort predictions for nighttime me-
tropolises. 

This study aims to bridge these gaps by investigating thermal comfort in nighttime metropol-
itan areas. By integrating machine learning (ML) models with social media data, the research 
intends to develop a model to predict thermal comfort levels based on objective climatic 
factors and subjective public feedback. This machine learning model is specifically designed 
to predict thermal comfort in the unique context of urban nighttime environments. The study 
addresses the following research questions. Which algorithm performs best for thermal com-
fort prediction among the algorithms tested? Can social media user data enhance the predic-
tive accuracy of machine learning models for nighttime thermal comfort? What specific fea-
tures impact nighttime thermal comfort prediction? 
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2 Methodology 

To achieve the research aims, the researchers considered six aspects of developing the ML 
prediction model. They involve data collection, data processing, algorithms, training, valida-
tion, and evaluation. The structure diagram shows the overall research design (Figure 1), and 
each aspect will be described in detail below. 

 

Fig. 1: Overall research design 

2.1 Data Collection 

Thermal sensation vote (TSV) scales are widely used in thermal comfort studies to evaluate 
human thermal perception (KUMAR & SHARMA 2020). These scales include the 3-point, 5-
point, and 7-point options (CHEN & NG 2012), each designed to capture varying levels of 
thermal comfort perception. Considering the characteristics of social media data, we adopted 
a 5-point scale (-2 cold, -1 cool, 0 neutral, 1 warm, 2 hot) for this study. The scale is repre-
sented by thermal sensation keywords "cold", "cool", "suitable", "warm", and "hot", which 
guided the data collection process through the crawler.  

We applied filters based on timestamps associated with social media posts to ensure that the 
collected data reflected nighttime thermal comfort. Posts made during the night (18:00 - 6:00) 
were included. Additionally, we used contextual filters to focus on phrases or content explic-
itly describing nighttime conditions. To ensure that the terms 'cold,' 'cool,' 'suitable,' 'warm,' 
and 'hot' were used in the context of thermal sensations, we applied contextual filters during 
the data collection process. Specifically, we focused on phrases or content that explicitly 
described nighttime conditions and thermal comfort. For example, posts that mentioned 'cold 
night' or 'cool breeze' were included, while posts that used 'cold' or 'cool' in unrelated contexts 
(e. g., 'cool party') were excluded. This filtering process helped ensure that the collected data 
accurately reflected users' perceptions of thermal comfort. 

Given the metropolitan focus of our study, we aimed to cover diverse urban climates and 
socioeconomic conditions. Based on population rankings and climatic diversity, we selected 
five major U.S. metropolitan areas as study sites: New York, Chicago, Los Angeles, Phoenix, 
and Houston. These cities represent a broad spectrum of climate zones, including temperate 
continental climate, Mediterranean climate, subtropical monsoon climate, and desert climate, 
providing a comprehensive dataset for analysis (KOTTEK et al. 2006).  
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Given the sensitive nature of social media data, we took several measures to ensure the pri-
vacy and security of individuals' data. All data collected were anonymized, and no personally 
identifiable information (PII) was retained. We used the LLaVA large language model to 
analyze user profile pictures and textual descriptions, but the output was limited to estimated 
gender and age, without any direct linkage to individual users. Additionally, we employed 
blockchain-based techniques for data integrity and anonymization to further protect user pri-
vacy (ZHANG et al. 2024). These measures ensured that the data used in this study complied 
with ethical standards and privacy regulations. 

We used web crawlers to scrape more than 150,000 social media posts from Facebook, In-
stagram, and Twitter platforms based on keywords as raw data. We will further process these 
raw data to extract relevant thermal comfort information while removing noise and unrelated 
data. 

2.2 Data Processing 

The collected raw data underwent a thorough cleaning process to ensure accuracy and rele-
vance to the study. We used the LLaVA large language model to analyze user profile pictures 
and textual descriptions of thermal sensations. The model output included the user’s esti-
mated gender and age and the corresponding thermal comfort rating on a 5-point scale. 
Weather data corresponding to the time and location of each post was retrieved using the 
OpenWeather API. The API provided meteorological variables such as temperature, weather, 
humidity, wind speed, pressure, wind direction, and cloud.  

We applied stratified random sampling to maintain balance across the 5-point thermal sensa-
tion scale and prevent bias due to over-representation of certain categories or locations. This 
method ensured that each thermal sensation category and city was proportionately repre-
sented in the final dataset. Posts with incomplete information or extreme outliers in weather 
data were excluded to enhance the dataset’s reliability.  

We normalized the meteorological data using min-max normalization to ensure compatibility 
across different ML models. This method scaled each variable to a range between 0 and 1 
while preserving the relative differences among data points. Textual thermal sensation data 
and user gender and age were converted into one-hot encoded vectors, allowing seamless 
integration with numerical weather variables. 

We prepared a high-quality, balanced dataset suitable for training and evaluating multiple 
machine learning models by cleaning, sampling, and normalizing the data. A total of 71,893 
clean and reliable data points were retained for analysis. The dataset was divided into two 
groups: (1) Full dataset, which includes all available features, and (2) Reduced dataset, which 
excludes all user data while retaining meteorological data and thermal sensation labels. These 
two datasets will be used for training and testing in the following steps to evaluate the impact 
of user data on the performance of the thermal comfort prediction models. 

2.3 Training and Validation 

Each processed dataset was split into two subsets to train and evaluate the machine learning 
models: 80% for training and 20% for testing. This standard approach ensures that the models 
are trained on a majority portion of the data while reserving an independent set for perfor-
mance evaluation. This split method is widely accepted as it balances the need for sufficient 
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training data to build robust models and enough testing data to evaluate performance effec-
tively. The training data was used to develop the models, while the testing data provided an 
unbiased assessment of how well the models generalize to unseen data. 

To further validate the models and prevent overfitting, we employed k-fold cross-validation 
during the training process. In this method, the training data was divided into k subsets. The 
model was trained on k-1 folds and validated on the remaining fold, repeating the process k 
times so that each fold served as a validation set once. The results were then averaged to 
obtain a robust performance estimate. 

2.4 Algorithms 

To evaluate the performance of thermal comfort prediction, we tested several commonly used 
classifier and regression algorithms. The classifier algorithms included Adaptive Boosting 
(AB), Gradient Boosting Machine (GBM), K-Nearest Neighbors (KNN), Logistic Regres-
sion (LoR), Multilayer Perceptron (MLP), Naive Bayes (NB), Predicted Mean Vote (PMV), 
Random Forest (RF), Support Vector Machine (SVM). The regression algorithms included 
Decision Tree (DT), Linear Regression (LR), Random Forest (RF), and Support Vector Ma-
chine (SVM). 

2.5 Model Evaluation 

To assess the performance of the machine learning models, we employed evaluation metrics 
tailored to the classification and regression tasks. For classifier models, we utilized the con-
fusion matrix as the primary evaluation tool. The confusion matrix provides detailed insights 
into the model’s performance by comparing the predicted thermal sensation categories with 
the actual labels. For regression models, we used the R² (Coefficient of Determination), 
which measures the proportion of variance in the dependent variable that is predictable from 
the independent variables. An R² value closer to 1 indicates better model performance and a 
strong fit to the data. Mean Squared Error (MSE) calculates the average of the squared dif-
ferences between predicted and actual values. A lower MSE indicates more accurate predic-
tions and less variance in the model’s errors. These metrics were calculated on both the test-
ing dataset and the results of k-fold cross-validation to ensure robust evaluation. Figure 2 
shows the entire research process. 
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Fig. 2: Flowchart of the research 

3 Results 

3.1 Algorithm Performance 

Figure 3 shows the accuracy of different ML regression models. Among the four commonly 
used algorithms, the RF regression model achieved the highest R² value (0.78) and the lowest 
MSE value (0.26), which means that it is more accurate than the other three algorithms. The 
second is the SVM regression model, with the R² value of 0.73 and the MSE value of 0.31. 
DT performed the worst, with an R² value of 0.58 and an MSE value of 0.49.  
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Fig. 3: The accuracy results of regression models 

Figure 4 shows the accuracy of different ML classification models. Among the nine com-
monly used algorithms, three algorithms performed well. The RF classification model 
achieved the highest accuracy (0.6136). GB and MLP followed closely with accuracies of 
0.6129 and 0.6041, respectively. PMV performed the worst with an accuracy of 0.3111. 

 

Fig. 4: 
The accuracy results of classi-
fier models 

From all the confusion matrix diagrams (Fig. 3, 5), we can see that the regression model has 
poor accuracy at the scale of [-2, -1) and good accuracy at the scale of [-1, 2]. This shows 
that the regression model’s prediction ability for the cold part is weaker than that for other 
parts. The three classification models with better performance have good accuracy at the 
scale of [-2, 1] and poor accuracy at the scale of (1, 2]. This shows that the classification 
model’s prediction ability for the hot part is weaker than that for other parts.  
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Fig. 5: The confusion matrix diagrams of classifier models 

3.2 Effect of Dataset 

Figure 6 shows the accuracy of the full dataset and the reduced dataset in the four regression 
models. The MSE value of the reduced dataset has increased compared to the full dataset, 
ranging from 0.01 to 0.05, and the R² value has decreased, ranging from 0.01 to 0.04. This 
shows that the full dataset can achieve higher prediction accuracy than the reduced dataset in 
the same regression algorithm. 

 

Fig. 6: Comparison of the accuracy of regression models on different datasets 

3.3 Features Importance 

We selected the RF algorithm with the highest accuracy for feature importance analysis. Fig-
ure 7 shows the importance of the ten features in the RF algorithm. The larger the importance 
coefficient, the more important the feature. Among them, temperature is the most important 
feature, with a coefficient of 0.241, followed by weather type (0.1389). Gender is the least 
important feature, with a coefficient of 0.019, followed by wind direction (0.05).  
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Fig. 7: 
Feature importance analysis 
in RF algorithm 

4 Discussion 

The results highlight the effectiveness of machine learning models in predicting nighttime 
thermal comfort. Among the tested ML models, the random forest regression model and the 
classification model showed the highest accuracy, which indicates that it has the potential to 
predict the thermal comfort index reliably and can robustly handle the complex relationship 
between urban meteorological variables and human thermal perception. However, the overall 
accuracy of the classic PMV model for 3-point TSV prediction is only 42.5% (LUO et al. 
2020), which is lower than many well-performing ML algorithms tested. For further devel-
opment of more reliable nighttime thermal comfort prediction models, it is possible to con-
sider combining the better-performing parts of the regression model and the classification 
model to improve the accuracy of the prediction model. 

The comparison between the full and reduced datasets underscores the importance of users’ 
data in improving prediction accuracy. Although these variables showed lower individual 
importance coefficients, they collectively contributed to a more precise prediction model. 
Techniques for feature-specific enhancement inspired by heterogeneous memristive models 
may guide future refinements (ZHONG 2019). This finding underscores the value of integrat-
ing personal and environmental data to create customized thermal comfort solutions. For ar-
chitects, planners, and urbanists, predicting thermal comfort in specific locations enables in-
formed decision-making in designing inclusive public spaces. For example, understanding 
thermal comfort variations can help optimize the placement of shaded seating areas, water 
features, and cooling or heating infrastructure in urban parks. 

Urban heat plays a critical role in shaping nighttime thermal comfort. The higher tempera-
tures retained in urban areas due to the UHI effect can exacerbate nighttime discomfort, par-
ticularly during warmer seasons. Cities can significantly improve thermal comfort by miti-
gating UHI effects through strategies like urban greenery. For instance, trees and vegetation 
provide shade during the day and lower nighttime temperatures through evapotranspiration 
and reduced heat retention in built surfaces. Our study emphasizes the importance of thermal 
comfort prediction in integrating urban greenery planning to reduce the UHI. For example, 
planners can prioritize tree-lined streets, green roofs, and vertical gardens in areas identified 
by predictive models as having poor nighttime thermal comfort. These strategies can draw 
from concepts like dynamic system-based optimizations for urban comfort (XU et al. 2024). 
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These measures will enhance the quality of life and contribute to climate resilience, an in-
creasingly critical consideration in urban planning. These strategies align with landscape ar-
chitecture principles, where design interventions balance human comfort with environmental 
sustainability. 

While our study provides valuable findings, there are several limitations. First, the reliance 
on social media data introduces potential biases, as the demographics of social media users 
may not fully represent the general population. Individual differences, such as age, sex, and 
physiological traits, can influence thermal perception. To improve the accuracy of thermal 
comfort prediction, future studies should consider these factors and psychological factors like 
mood and activity level. Second, this study’s prediction model based on social media data is 
only based on the TSV 5-point scale. There is room for improvement in further developing a 
prediction model corresponding to the 7-point scale used in the thermal comfort TSV. Third, 
the study focuses on five U.S. cities, which limits its generalizability to other regions with 
different cultural, social, or climatic contexts. Future research should address these limita-
tions by incorporating diverse data sources, such as field surveys or sensor-based thermal 
comfort measurements, to complement social media data. Additionally, expanding the study 
to include cities from other countries and climate zones would enhance the global applicabil-
ity of the findings. 

5 Conclusion and Outlook 

This study demonstrates the potential of machine learning models in accurately predicting 
nighttime thermal comfort in urban environments. Among the tested models, the Random 
Forest algorithm, both in regression and classification forms, achieved the highest perfor-
mance, underscoring its robustness in handling the complex interplay of urban meteorologi-
cal variables and human thermal perception. The findings also highlight the importance of 
incorporating demographic and environmental data to enhance prediction accuracy. Social 
media user data can improve the accuracy of ML model predictions to a certain extent. The 
study also shows the ranking of various features’ importance in the thermal comfort ML 
prediction model. By integrating targeted interventions, these insights can guide urban plan-
ners and architects in designing more inclusive and thermally comfortable public spaces. For 
instance, the findings can inform the placement of shaded seating areas, water features, and 
cooling or heating infrastructure in urban parks. Specifically, in areas identified by the pre-
dictive models as having poor nighttime thermal comfort, planners can prioritize the instal-
lation of tree-lined streets, green roofs, and vertical gardens.  

Despite its promising findings, the study also reveals areas for future research and improve-
ment. Although using social media data as a thermal comfort prediction dataset is innovative, 
it also has certain limitations. Future work should focus on integrating various data sources, 
such as field measurements and global datasets, to verify and expand the model’s applicabil-
ity. Additionally, developing ML prediction models based on social media data for the 7-
point TSV scale could further enhance the reliability of thermal comfort assessments. By 
addressing these limitations and building on the findings, this research paves the way for 
more comprehensive and practical applications in urban planning, helping to create thermally 
inclusive and sustainable urban environments worldwide. 
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