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Abstract: Text-to-image generation is a design tool that employs artificial intelligence to create im-
agery from natural language prompting. While the use of text-to-image platforms is gaining momentum 
in design fields and has the potential to disrupt non-generative design processes, there is limited analysis 
of the technology in relation to landscape architecture and allied fields. Thus, this paper explores how 
text-to-image platforms can be used in the design process, what its current limitations are, how its 
outputs compare to those produced without artificial intelligence, and if people can identify machine-
generated outputs. To do this, the research team tested three text-to-image platforms, created a series 
of renderings from the three platforms using the same prompt, and found similar images generated 
without artificial intelligence. The team then set up an exercise to see if people could correctly identify 
which images had been machine-generated to better understand the current capabilities of the programs. 
In analyzing the results from the exercise, the team found that participants had a difficult time distin-
guishing between machine-generated images and human-generated images as only 43% of the guesses 
were correct. The team also found that while text-to-image tools have the greatest potential when used 
on the front-end of a project when quick ideation and iteration is key, the tools currently face a number 
of limitations including reductionism and inappropriate detail capture. 
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1 Introduction 

Generative design, which employs artificial intelligence algorithms to develop design alter-
natives from guided inputs, is increasingly being employed within landscape architecture and 
its allied fields of architecture, urban design, and urban planning to tackle increasingly com-
plex design challenges. While originally used to develop new patterns and forms for archi-
tectural elements like facades (BUHAMDAN et al. 2020), generative design is now being used 
for a number of applications including floor plan generation, building performance optimi-
zation and construction facilitation (YILDIRIM 2022, OZEROL & SELCUK 2023). 

One subset of generative design currently rising in popularity is text-to-image generation 
which involves natural language prompting to create novel imagery. While text-to-image 
platforms have the potential to disrupt non-generative design processes through enhanced 
visualization capabilities, concept development, prototyping, collaboration, and accessibility 
opportunities, there is limited analysis of the technology as it relates to landscape architec-
ture.  

This paper unpacks a recent research project entitled “Spot the Bots” to provide an analysis 
of current text-to-image technology for the field of landscape architecture. Four primary re-
search questions drove the project: 1 – How might text-to-image tools be employed for the 
field of landscape architecture? 2 – What are the current limitations to widescale adoption 
and use? 3 – How do machine-generated images compare to human-generated images? And 
4 – Can people distinguish between the two sets of images? 
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2 Methodology  

To answer these questions, our research team tested three text-to-image platforms– DALL-E 
2, Midjourney, and Stable Diffusion.1 The team organically explored each platform to better 
understand user interfaces and capabilities before creating a series of images using the same, 
sequentially-constructed prompt. This prompt was developed based on basic prompt engi-
neering protocols using descriptors commonly used to describe landscape renderings: “From 
a bird’s eye perspective, the scenic view of a futuristic modern city, with utopian eco-friendly 
landscape design of wetlands, with water and a bridge, many pocket wetlands in the middle, 
near the Sacramento River, sunset light, hyperdetailed, ultra-realistic”.2  

After generating imagery from the three text-to-image platforms, the research team found 
human-generated imagery created by design firms. The goal was to find a set of machine-
generated and human-generated images that generally reflected the prompt above.  

The research team then developed the “Spot the Bots” exercise by curating 30 images – 18 
human-generated images and 12 machine-generated images using one of the three platforms 
above. Once selected, all 30 images were formatted and printed in the same way (8x8” 
squares) and pinned up on a cork board in the lobby of an academic building that houses a 
landscape architecture and environmental design program. The machine-generated images 
were intentionally mixed up with human-generative images into two areas – on the left, nine 
images were machine-generated and on the right, three were machine-generated. The direc-
tions, posted in between the two areas, asked people to grab a few stickers from a provided 
roll and to put the stickers under the images they believed to have been generated by machines 
(Fig. 1). The research team then emailed students, staff members, and faculty members in the 
landscape architecture and environmental design program to encourage participation. 

 
Fig. 1: The array of images used for the “Spot the Bots” exercise, with AI-generated images 

outlined in red (the red notations were not part of the visual display but added after-
wards for explanatory purposes). 

                                                           
1 Please note that we conducted this study in the spring of 2023, so we were limited to the tools and 

versions that were available then. While there are many other platforms including DALLE-3, Stable 
Diffusion pretrained, Stable Diffusion pretrained XL (SDXL V1.0), testing these was outside the 
scope of this project. 

2  It should also be noted that while some of the platforms had advanced features (like inpainting and 
outpainting) at the time of testing, none were used in order to do a direct comparison between the 
three programs.   
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3 Findings 

Over the course of one week during the spring quarter of 2023, 361 votes were made as to 
which images had been produced by text-to-image platforms, and of those 361 votes, 155 (or 
43%) were correct (Fig. 2). Of the ten images with the most dots (most votes for being ma-
chine-generated), four were produced by text-to-image platforms and of the ten images with 
the least dots (least votes for being machine-generated), two were produced by text-to-image 
platforms (Fig. 3).  

 
Fig. 2: Raw results from the “Spot the Bots” exercise, with dots representing votes for im-

ages thought to be machine-generated 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3:  
Data showing num-
ber of votes (for be-
ing machine-gener-
ated) per image. Or-
ange lines indicate 
machine-generated 
imagery.  
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In analyzing the results from the “Spot the Bots” exercise, the research team realized that 
participants had a difficult time distinguishing between the machine-generated imagery and 
human-generated imagery, as less than half of the guesses for “Spot the Bots” were correct. 
This is important because it reveals that programs like DALL E2, Midjourney, and Stable 
Diffusion are already capable of creating realistic architectural renderings and, thus, have the 
potential to replace or augment non-AI work that designers are already doing.  Unfortunately, 
though, since the research team did not have the opportunity to interview participants to better 
understand their voting logic, they could only speculate about the reasons for this. One spec-
ulation is that participants might have assumed that visually impressive images with intri-
cately woven roads and bridges and uniquely shaped buildings (Figure 4) were machine-
generated due to the complexity of the forms. If so, this might mean that participants tended 
to overestimate the capacity of the text-to-image programs. Another speculation is that par-
ticipants might have assumed that images showing in-progress (or under construction) design 
work were human-generated. Two examples of this are shown in Figure 5 – both, of which, 
were machine-generated and received relatively few votes. One final speculation relates to 
atmospheric qualities of the imagery – perhaps participants were looking for particularly ad-
vanced lighting, shadow, and cloud effects (Fig. 6) when searching for machine-generated 
images.  

  
Fig. 4: On the left is image #19 and on the right is image #14. Both are machine-generated 

and feature intricately woven roads and bridges.  
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Fig. 5: On the left is image #25 and on the right is image #2. Both are machine-generated 

and appear to be showing sites under construction.  

 
Fig. 6: On the left is image #4 and on the right is image 82. Both are machine-generated 

and feature advanced lighting, shadow and cloud effects.  

The research team also determined that text-to-image tools could provide the greatest value 
when employed on the “fuzzy front end” (KOEN et al. 2001) of a design project when quick 
ideation is necessary. In under one minute, all three platforms provided a range of visual 
outputs, which the team thought could be built upon and modified in later design stages 
(PANICKER 2022). This act of co-creation to expand early design ideas has been likened to 
hive intelligence (CANTRELL & ZHANG 2021).  

That being said, the team also unpacked a range of limitations with the platforms that might 
discourage widescale adoption and use in the field of landscape architecture. One limitation 
is that the outputs from these platforms are only as good as the inputs (prompts) and there is 
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little guidance available for how to effectively construct a prompt (OPPENLAENDER 2022). 
These platforms also struggle with complex design problems and have been labelled as being 
overly reductionist – focusing more on what projects could look like instead of how they 
could perform (BOLOJAN et al. 2022). Additionally, it is often difficult for the platforms to 
create realistic contexts for imagery as they do not recognize geographic locations (SENE-
VIRATNE et al. 2022) and for platforms to create practical design solutions. Appropriate detail 
capture is also a challenge as many outputs have random blurred areas or incorrect material 
overlays. The research team also found themselves aimlessly iterating and relying too heavily 
on the tools for ideation and project development (PAANENEN et al. 2023). Lastly, the team 
found the generation/training process to be opaque and could lead to biased outputs with 
harmful and incorrect content as well as outputs with potential copyright issues (OPPEN-
LAENDER 2022). 

Additionally, the team analyzed the limitations of their own study to reveal shortcomings and 
new possible directions for future research. To begin, the research team likely had some bias 
when selecting what imagery to use for the “Spot the Bots” exercise – both in selecting the 
machine-generated imagery and the human-generated imagery. If replicated in the future, it 
would be helpful to embed some sort of randomization into this selection process. Further-
more, there might have been some participant bias during the voting process as some people 
might have been deterred or encouraged by the number of stickers they viewed when lifting 
up different images on the board. Perhaps, in the future, previous votes could be obscured so 
as to not sway future participants. Participants might have also recognized some of the hu-
man-generated imagery depending on their experience in the field and their knowledge of 
design firms. Also, since “Spot the Bots” was set up in a public building entry, it was difficult 
to get a sense for who voted on the images and how many stickers each person used; thus, 
monitoring or recording participation and limiting the number of votes per person could be 
future considerations to ensure that the sample is representative of the larger landscape ar-
chitecture community. Additionally, the exercise was only up for one week at the end of the 
quarter – right before summer vacation – perhaps if it were launched in the middle of the 
academic year and if it were up for longer, more people would have participated, generating 
a wider pool of responses. Lastly, while the research team has speculated about why partici-
pants had a difficult time distinguishing between machine-generated imagery and human-
generated imagery, it could be helpful to interview or survey participants to better understand 
their selection process and their perspectives on the efficacy of certain images in selling de-
sign concepts, demonstrating impact, etc. Alternatively, the research team could put together 
a follow-up “Spot the Bots” exercise and intentionally select machine-generated images they 
believe to be less detectable based on findings from this study.  

4 Conclusion and Outlook 

The “Spot the Bots” exercise outlined in this paper revealed that relatively nascent generative 
design tools like DALL E2, Midjourney, and Stable Diffusion are already succeeding at cre-
ating realistic architectural renderings – so much so that they are even capable of tricking 
designers with discerning eyes. And all of these tools are changing and improving so quickly 
given the rapid rate of development with AI technology.  

So, what does this mean for the field of landscape architecture? How might AI tools change 
the design process? Is it possible that these tools are an existential threat to our discipline? 
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Some believe this could be the case. In fact, in March 2023, Goldman Sachs released a report  
stating that generative artificial intelligence could affect 300 million full-time jobs, with 37% 
of these being in the fields of architecture and engineering (GOLDMAN SACHS 2023). And 
while this may, indeed, become a reality, our research team came out of this project with a 
more nuanced outlook about the current role of AI in design.  Given our analysis, we do not 
believe that current text-to-image platforms can replace the detailed, specialized, and func-
tional work that designers do on a daily basis. Rather, we believe that these tools could actu-
ally help designers work more efficiently and effectively, and could shift our role from being 
sole authors to co-authors in the production of more hybridized design work. This is echoed 
in the words of David Holz, founder of Midjourney: “The goal is to make humans more 
imaginative, not make imaginative machines, which I think is an important distinction” 
(SALKOWITZ 2022). 

As we embark into a world with increasingly challenging design problems, generative artifi-
cial intelligence tools have the potential to disrupt, restructure, and reshape creative disci-
plines. Thus, it is critical for landscape architects and designers to test them, critically evalu-
ate their use in the field, and reflect upon their ever-changing role in design.  
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