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Abstract: Landscape Architects and allied professions are steadily integrating artificial intelligence 
(AI) and machine learning (ML) in practice and deployment to enhance design processes, optimize 
project management, and augment analytical practices. The application of Retrieval-Augmented Gen-
eration (RAG) models in the fields of landscape architecture, planning, ecology, and architecture is still 
an emerging area and is not yet fully understood or widely explored. RAG models integrate a pre-
trained language model with a retrieval system, effectively merging the processes of information re-
trieval and language generation into a cohesive framework. However, validation of information from 
large language models (LLMs) in Question-Answering Systems (QAS) (driven by AI/ML algorithms), 
such as ChatGPT and Google Gemini poses a challenge for landscape architects. The objective of this 
study was to assess the performance of the RAG model applied to landscape architecture literature.  To 
address this objective, we developed a closed-domain neural network using open-source models trained 
on one issue of The Journal of Digital Landscape Architecture. To evaluate its performance, we queried 
the neural network on a series of landscape architectural tasks including design, theory, and analytical 
tasks. We then used quantitative measures to evaluate the performance. The results of ROUGE scores 
for the RAG demonstrate its effectiveness in capturing key concepts within the landscape architecture 
domain, particularly noting high precision values in Rouge-1 and Rouge-L metrics. While the model 
shows a lower performance in capturing two-word combinations as indicated by Rouge-2 scores, it 
successfully retrieved relevant information efficiently, as demonstrated by higher precision across other 
metrics. The study highlights the potential of Closed Domain Question Answering (CDQA) systems 
integrated with a RAG model, trained on specialized datasets, to enhance landscape architects' work-
flows. It also underscores the necessity of addressing challenges such as data curation, bias, and crea-
tivity limitations to maximize the utility and success of these tools in professional landscape architec-
ture practice. 

Keywords: Retrieval-Augmented Generation, landscape architecture, data-driven design, large lan-
guage models (LLM), Closed-Domain Question Answering  

1 Introduction 

Landscape architects and allied professions are increasingly using and integrating the use of 
Artificial Intelligence (AI) and its many subfields including Machine Learning (ML) and 
Natural Language Processing (NLP) in practice. FERNBERG & CHAMBERLAIN (2023) under-
score the necessity of adopting a cohesive strategy for the dissemination of knowledge re-
garding the interplay of AI and landscape design. This approach is suggested as pivotal for 
harnessing the full potential of AI in this domain. ZHANG & BOWES (2023) investigated the 
role of landscape designers within a cybernetic context, examining how AI’s advancements 
are reshaping traditional design methodologies and the overall creative process. Both works 
collectively shed light on the transformative impacts of AI on landscape architecture, signal-
ling a paradigm shift in both the theoretical and practical aspects of the field. 

CANTRELL & ZHANG (2018) introduced the concept of a “third intelligence,” advocating for 
the equal treatment of various intelligences and recognizing AI as an active participant in 
landscape design and management. Fusing material, biophysical, and machine intelligence 
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(CANTRELL 2018) with advanced computing is transforming the practice of landscape archi-
tecture and urban design. This rapid proliferation of AI/ML/NLP in landscape architecture 
workflows is increasingly supporting data-driven design, including optimizing aesthetics, en-
hancing ecological modelling, and generating planning and policy frameworks. (FERNBERG 
& CHAMBERLAIN 2023).   

A challenge faced by landscape architects is the validation of information obtained from 
LLMs, such as ChatGPT and Google Gemini. The Retrieval-Augmented Generation (RAG) 
model, as introduced by LEWIS (LEWIS et al. 2020), is a powerful tool that combines the 
strengths of pre-trained LLMs with dynamic knowledge retrieval. Pairing these systems can 
support landscape architects in their knowledge-intensive tasks. This integration is particu-
larly crucial in a field where the application of accurate and rigorously vetted abstract 
knowledge is essential (QIU 2023). Retrieval-Augmented Generation (RAG) models inte-
grate a pre-trained large language model with a retrieval system, effectively merging the pro-
cesses of information retrieval and language generation into a cohesive framework (LEWIS et 
al. 2020). The advantage of RAGs lies in their ability to update their knowledge base without 
retraining and their ability to access and incorporate knowledge sources dynamically. How-
ever, further exploration of its use for domain-specific retrieval augmentation in Question 
Answering Systems (QAS) is growing (SIRIWARDHANA et al. 2023). Landscape architects 
often work at the intersection of vast amounts of data, including site analysis data, regulatory 
guidelines, project reports, and design precedents, RAG models can serve to effectively or-
ganize and retrieve this diverse information, enabling access to this knowledgebase effi-
ciently.  

Most design professionals are now familiar with LLMs, a specific type of ML that utilizes 
NLP, as exemplified by tools like ChatGPT and Google Gemini. However, optimizing their 
functionality within landscape design practice presents several challenges. These range from 
ineffective prompt generation to uncertainty regarding the validity of information provided 
in an Open-Domain Question Answering (ODQA) format. The adoption of Closed-Domain 
Question Answering (CDQA) models could offer a solution to these issues. CDQA models 
can be tailored to include specialized knowledge, enabling practitioners to access trusted and 
referenceable information quickly and reliably (VILA 2011). For instance, FU et al. (2009) 
demonstrated that their Music Knowledge Question Answering system structured on con-
cepts in the music domain achieved a precision rate of 77.25% in delivering domain-specific 
responses. This achievement highlights the potential of CDQA systems to effectively manage 
domain-specific queries with higher accuracy, suggesting a viable approach for integrating 
similar models into landscape design practice. Additionally, as concerns over proprietary in-
formation continue to rise, landscape architects and their firms will increasingly look to mod-
els that are closed systems, purpose-built on training data from a firm’s archive or past pro-
jects.  

In this study, we explored the potential of creating a landscape architecture tool that could 
serve as a collaborator to a landscape architect’s design and analysis process. We developed 
a CDQA system paired with a RAG trained on the August 2023 issue of JoDLA, with the 
intention of it functioning as a landscape architectural adjunct. This adjunct is a practical 
solution that landscape architecture firms can readily adopt to inform future project and de-
sign development tasks. To develop this LLM, we employed a RAG framework that incor-
porates a retrieval component and a reader component. A retriever seeks out and identifies 
relevant information from a knowledge base that may contain the answer to a given question. 
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The reader component extracts the precise answer from the relevant retrieved information. 
With a narrowed set of relevant documents, the answer extraction engine, powered by pre-
trained language models (e. g., BERT) parses the identified documents to pinpoint a precise 
answer. RAGs are a novel tool for landscape architects to leverage, in that they can be adapted 
to integrate with specialized knowledge bases. Our objective was to determine if a RAG 
model trained on a Closed-Domain dataset of landscape architecture literature would gener-
ate contextual and relevant outputs compared to human-generated responses on landscape 
architecture-based queries. 

We trained our RAG model on the 65 articles and 3 auxiliary texts (Foreword, Introduction, 
and Preface) of the August 2023 Issue of The Journal of Digital Landscape Architecture. This 
issue covered a wide range of computational and technological landscape architecture topics.  
We then queried the RAG to trigger the retrieval process, which then leveraged the models’ 
generation component to form a contextually appropriate response based on the query and 
retrieved information.  

The research addressed two specific research questions: 
1) What are the limitations of using CDQA paired with RAG models purpose-built on a 

landscape architectural knowledge base? 
2) What impact might CDQA paired with RAGs have on the practice of landscape archi-

tecture as their performance and function improve? 

2 Objective 

2.1 Domain-Specific Landscape Architecture RAG 
Our objective was to create a domain-specific Landscape Architecture RAG capable of as-
sisting landscape architects in their design and analytical tasks. We hypothesized that the 
RAG, trained on the August 2023 issue of The Journal of Digital Landscape Architecture and 
employing a CDQA system integrated with a RAG model, would provide contextually rele-
vant responses to a range of landscape architecture-specific queries. The queries included 
design idea generation, analysis of site conditions, and recommendations for enhancement of 
ecological services. We assessed the RAG’s proficiency using quantitative metrics (e. g., 
precision-recall). The results may contribute to establishing a framework for future research 
and development of AI/LLM applications in the field of landscape architecture.  

2.2 Unlocking AI Potential in Practice 
Using a domain-specific RAG model in landscape architecture practice and ecological design 
can unlock new data insights. We propose the CDQA paired with a RAG approach has the 
potential to impact three categories of design practice: 

• Propel creative thinking and amplify ideation through the analysis of past projects, iden-
tifying patterns, relationships, and design features or elements native to the design firm’s 
approach. The RAG can function to explore variations and iterate on this archival dataset 
to generate variations on design concepts encouraging the exploration of alternative 
schemes or approaches to a design problem. 

• Influence efficiency and boost productivity through the automation of repetitive tasks 
like generating content for responses to Requests for Proposals or Qualifications, create-
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ing project cut sheets for prospective clients, developing project descriptions, and sum-
marizing site data. Functionally the RAG can act as a firm’s brain trust or central 
knowledge repository enhancing collaboration between team members and collaborative 
partners. 

• Enhance communication and deepen client interactions through the analysis of client 
preferences and historical client data to support the development of design proposals and 
presentations specific to a client’s mission or goals. The RAG can craft compelling nar-
ratives on a project’s impact and purpose enhancing client uptake and investment. 

3 Methodology 

3.1 Development of the CDQA System Paired with a RAG  
We built a CDQA system using a Retriever-Reader framework trained on the August 2023 
issue of The Journal of Digital Landscape Architecture (JoDLA). The Retriever-Reader 
framework introduced by DAS et al. (2019) enables iterative interactions between the re-
triever and the reader. The intention of using this framework and the training data from 
JoDLA for the RAG was to demonstrate a proof of concept on a broad range of computational 
topics specific to the field of landscape architecture in a closed-domain setting. Further, the 
Journal provides a good source of foundational research themes in computational urban land-
scapes and ecology with a high content quality. To build the RAG we undertook the devel-
opment of key components using open-source tools, which include the development of a 
database (the documents and data), implementation of a retriever (the function that scans and 
searches the information), and integration of a reader (the language comprehension expert 
that analyses the documents to extract the response).  We built the system using the following 
steps: 
1) Establish the database using the installation Elasticsearch and organize the data to make 

for more efficient retrieval (TAWARE et al. 2018). The study’s database was trained on 
the August 2023 issue of The Journal of Digital Landscape Architecture. 

2) Implement the Retriever using the Haystack framework and Elasticsearch’s capabilities 
to search relevant documents and rank those documents for relevance using the search 
algorithm BM25 for document ranking. 

3) Apply the Reader using the pre-trained language model (BERT) to understand the text, 
using BERT for answer extraction (DEVLIN et al. 2019). 

4) Exercise system integration by connecting the Retriever and Reader, enabling the Re-
triever to narrow down potential answers, and the Reader to pinpoint the correct re-
sponse. 

3.2 Query Development and Evaluation Criteria 
To develop effective queries for the RAG, the Journal articles were read and evaluated by a 
licensed landscape architect. Drawing from both the research findings specific to the articles 
and professional expertise, we then formulated a series of targeted queries for the RAG. The 
queries for our model were crafted to reflect the type of knowledge and tasks landscape ar-
chitects would encounter in their practice.  The queries were designed based on the specific 
content, using terminology found in the Journal’s articles. The queries ranged from identify-
ing broad specific factors important in the design of public space to something more nuanced 
such as what landscape qualities might influence the economic vitality of retail chains. 
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The evaluation criteria of the model’s performance included quantitative measures. While 
the RAG’s performance can provide one data point it doesn’t capture the efficacy and poten-
tial of its practical application in the field of landscape architecture. Can a RAG, trained on 
landscape architecture-specific data match that of a landscape architect? Would the responses 
generated fall short, equal, or surpass the capabilities of a landscape architect or other design 
professional? The intention of advancing the method is to determine if AI can become a 
trusted design ally and partner in the creative process with the potential to generate new di-
rections in the field and practice. 

The computational quantitative measures were based on the Recall-Oriented Understudy for 
Gisting Evaluation (ROUGE) (LIN 2004) which is a set of metrics designed to assess the 
quality of text summaries. The evaluation process involves comparing the computer-gener-
ated summary with human-generated content. These measures include considerations for n-
grams (sequences of words), and word pairs to assess this overlap. Recall, precision, and F1 
score, are crucial components of ROUGE, with recall reflecting the proportion of information 
captured from the reference and precisions indicating the conciseness. The F1 score combines 
both aspects, providing a measure of overall summarization effectiveness. The evaluation 
approach, leveraging ROUGE metrics, ensures a balanced assessment of performance, cap-
turing the depth and brevity of the model’s summaries in comparison to the human-generated 
content. 

4 Results 

For the ten queries tested (Tab. 1), objective metric evaluation using ROUGE scoring pro-
vided a context in which to interpret the functionality of the CDQA paired with the RAG’s 
performance.  We also captured the subjective evaluation from a landscape architectural pro-
fessional, highlighting key response themes to capture where the RAG either met expecta-
tions or needed improvement. 

Table 1: Queries, Retrieved Responses and Human-Generated Responses 

Query Retrieved Responses Human-Generated Responses 
Acoustic grounds are formed 
landscapes intentionally designed 
to mitigate noise pollution, what 
are some limitations to using it as 
a noise mitigation strategy? 

‘Increasing in height in the 
direction of the noise disper-
sion provides less effective 
mitigation unless they are 
high enough to form a barrier 
adjacent to the noise source’ 

The position of the noise source 
(emitter) may impact or limit the 
location of the acoustic mound, 
the complexity of the parametric 
mound form, the level of noise 
absorption of nearby surfaces, 
and the way different ground co-
vers may contribute to reduction 

What blue-green infrastructure 
design approaches might a land-
scape architect use to achieve 
connectivity in an urban land-
scape to maximize ecological 
function? 

‘Renewable energy com-
bined with blue and green in-
frastructure’ 

Maximizing consecutive bands 
of landscape patches 
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Query Retrieved Responses Human-Generated Responses 
What strategies can be employed 
by landscape architects to achieve 
optimal leaf coverage and opti-
mize ecosystem services of urban 
trees in cities? 

‘Semi-automated tree plan-
ning workflow’ 

Setting forbidden and allowable 
space for the canopy with target 
leaf voxel to achieve optimal 
spatial occupation of the tree 
canopy in a dense urban environ-
ment 

What primary factors must a land-
scape architect consider when de-
signing small-scale public spaces 
to optimize landscape perfor-
mance? 

‘Correlative factors’ Traffic Capacity, Visual Open-
ness, Greening Quality, and Ser-
vice Capacity 

Computational tree modelling is 
the process of creating dynamic, 
scientifically informed, and visu-
ally realistic digital representa-
tions of trees. What are the poten-
tial applications of this technology 
in urban planning and landscape 
architecture? 

‘User-specific research’ The use of digital tree models 
can be used for climate-based 
performance calculations 

What landscape qualities influ-
ence economic vitality of retail 
chains and how might we measure 
this at both the micro and macro 
scale? 

‘scale and signage’ Access to transportation such as 
public transportation facilities, 
the presence of visitor-oriented 
urban functions, and the number 
of Points of Interest (POIs).  To 
measure this, the authors used in-
tensity of geo-tagged catering 
businesses from Points-of-Inter-
est to measure economic aspects 
of vitality. 

How can virtual reality (VR) tech-
nology be further developed and 
utilized to create more accessible 
and user-friendly urban and natu-
ral environments for individuals 
with sensory impairments or dif-
ferent sensory experiences? 

‘Representation and Design 
Studies’ 

Implementing during the design 
phase, a sonic data collection 
process, integrating data from 
multiple geographic points at a 
site and using the process out-
lined in the paper to convert the 
data into a headphone signal that 
can be integrated into a VR ex-
perience. 

What role will Artificial Intelli-
gence (AI) and Machine Learning 
(ML) play in shaping future land-
scape design and planning? 

'The next frontier’ Accelerate the transformation of 
our landscape and urban systems 
towards a more equitable, resili-
ent, and adaptive environment 

How can landscape architects in-
corporate parametric design and 
other computational tools into 
their practice? 

'Digital design practice’ Using the Grasshopper plugin for 
the Rhino 3D software program. 

How can we use algorithms to de-
sign landscapes that maximize 
ecological performance? 

'Performance-based  design’ Using parametric computer ap-
plications and integrate data 
from multiple sources that can 
include interpretation of land-
scape data 
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The below table (Tab. 2) outlines the quantitative performance of the RAG as average values 
for each of the n-grams analysed (Rouge-1, Rouge-2, and Rouge-L). The recall (“r”), preci-
sion (“p”), and F-1 score (“f”) variables presented in the table are related to the ROUGE 
metrics.  

Table 2: Quantitative Performance Measures using ROUGE Scoring 

Metrics Rouge-1  Rouge-2  Rouge-L 
r 0.221 0.052 0.194 
p 0.310 0.082 0.269 
f 0.252 0.059 0.215 

The ROUGE score evaluates the similarity and quality of text in model-generated responses 
by comparing them to the training data. A surprising result of the ROUGE scores indicates 
that there is a general overlap of key concepts, however, the overlapping of two-word com-
binations (Rouge-2) presented relatively low values, ranging only 0-10% in all the metrics 
(Tab. 1). On the other hand, the Rouge-1 and Rouge-L showed better values, especially the 
precision values of 0.310 and 0.269, respectively. All Rouge variables presented higher val-
ues for precision, followed by F-1, a metric used to assess precision and recall. 

In Figure (A) below, a comprehensive bar plot is presented, illustrating the performance met-
rics of Rouge-1, Rouge-2, and Rouge-L demonstrating the RAG’s performance. The plot 
highlights the averages of r, p, and f values, showcasing notably higher values for Rouge-1 
and Rouge-L, with the maximum value observed for the precision (p) parameter within the 
Rouge-1 metric. This emphasizes the efficacy of the RAG in capturing linguistic nuances and 
overall content coherence. Figures (B), (C), and (D) further delve into the distribution char-
acteristics of r, p, and f values through box plots. In Figure (B), it becomes evident that only 
the f parameter exhibits a normal distribution, while both r and p display distinct distributions 
in the second and third quartiles, resulting in an asymmetrical structure. Conversely, Figures 
(C) and (D) demonstrate normal distribution exclusively for the precision (p) parameter. 
These visual representations provide valuable insights into the nuanced performance of the 
RAG across various linguistic and content evaluation metrics within the landscape architec-
ture domain. 
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Fig. 1: Plots illustrating the performance of the ROUGE metrics. ROUGE-1 and ROUGE-

2 assess the similarity by evaluating exact matches of single and double-word se-
quences between reference summaries and the systems-generated responses, 
whereas ROUGE-L measures the extent of longer shared text sequences within these 
responses compared to the reference summaries. 

5 Discussion 

The RAG’s performance can be attributed to its ability to retrieve specific contextual infor-
mation from the August 2023 issue allowing it to generate responses deeply rooted in the 
specific topical area of the Journal’s August issue (Fig. 3). While large open-domain LLMs 
like ChatGPT and Google Gemini have a broader knowledge base, they lack the specificity 
and expertise that the RAG derived from its focused training data. Where the RAG met base-
line expectations, we did identify that the model was not as effective in compiling multiple 
concepts or portions of text. To solve this, we would use improved retrievers while introduc-
ing more robust training data. This approach demonstrates a proof-of-concept in the potential 
of how a CDQA paired with a RAG could be deployed in a specific field, like landscape 
architecture or at a design firm.  

The results demonstrate that certain landscape architectural tasks executed by specialized AI 
models can be performed but highlight the value of domain-specific, representative, and ro-
bust training data. Where the reader-retriever components of the RAG performed as designed 
by providing concise and relevant responses based on the training data, it did fall short on  
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innovation and creativity. Training the model on a single issue of the Journal of Digital Land-
scape Architecture constrained the model’s ability to imagine and curate more muscular and 
skillful responses. Future research should explore training the model on a more robust train-
ing dataset to increase the model’s ability to generalize to other datasets and tasks.  

Consideration of future AI/Human workflows is important as the technology advances and 
becomes integrated into production pathways for design work. Future integration would need 
to balance the human contributions with that of AI-driven approaches or solutions. The the-
oretical relationship building between AI tools and humans can advance our understanding 
of the universe-of-possibilities for domain-specific AI in design.  

Practical application of neural networks in a design-discipline, like landscape architecture 
may become common-place. Employing a RAG approach on a design-firm’s discrete 
knowledge base may enhance many aspects of a firm’s practice, but it also may result in the 
stagnation of design ideas if training data are not continually updated or refreshed. We pro-
pose that further training methodologies be explored to reduce this possibility. As has been 
demonstrated in computing, engineering, and finance, the quality of the data sources used to 
train will significantly shape the ability for truly inspired and imaginative responses in LLMs. 

The continued improvement and refinement of RAGs could have a revolutionary impact on 
the practice of Landscape Architecture and other design disciplines, especially as firms invest 
in the development of their own AI tools. This work underscores the role of a CDQA paired 
with a RAG in landscape architecture practice as partner, practioner, and associate.  

6 Conclusion and Outlook 

This study demonstrates that a Closed Domain Question Answering (CDQA) system inte-
grated with a Retrieval-Augmented Generation (RAG) model and trained on specialized da-
tasets like The Journal of Digital Landscape Architecture has the potential to enhance a land-
scape architect’s workflow. Successful task execution included generating outputs to design 
concepts, retrieving responses to theoretical problems, and providing context specific sum-
marizations. Possible application of a CDQA system integrated with a RAG model could 
include analytical tasks including identification of patterns, relationships, and design features 
or elements native to the design firm’s approach, generating content for project proposals or 
summarizing site data. The integration of CDQA with a RAG model underscores their po-
tential as invaluable assets in landscape architecture, particularly in refining data-driven de-
sign methodologies or applied to large datasets of past projects. 

However, the practical application of this approach in landscape architecture is not without 
challenges. The efficacy of CDQA integrated with a RAG model hinges on the availability 
of extensive, well-curated datasets. The development of domain-specific metrics is crucial 
for accurately assessing the quality and relevance of the outputs generated by these models. 
Beyond data availability and quality, issues remain with bias, the limitations of creativity, 
and the attribution of ideas and content. A current limitation is the inability to incorporate 
visual data into this specific type of model, however advancements may make this possible 
in the near future. Addressing these challenges is essential for maximizing the models’ utility 
and success in professional practice.  

Future research should not only delve into these limitations but also explore strategies for 
diversifying the training datasets. Incorporating knowledge from related fields such as archi- 
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tecture, ecology, and urban design could foster a more holistic and interdisciplinary approach. 
This cross-pollination is vital for the evolution of AI applications in design, ensuring that 
these tools remain adaptable and relevant across various domains.  
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